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Introduction

= Channel capacity limit

— The maximum channel rates that can be transmitted over the
wireless channel with asymptotically small error probability,
assuming no constraints on the delay or complexity of the
encoder/decoder

= Scope of this chapter
— Capacity of a single-user wireless channel where the transmitter
and/or receiver has a single antenna
= a time-invariant additive white Gaussian Noise (AWGN) channel
=« a flat fading channel
=« a frequency selective fading channel
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Capacity of AWGN Channel




Capacity in AWGN

= Shannon Capacity
— | C=Blog,(1+y)

— y=PIN,B
= Received signal-to-noise ratio (SNR)
« P : the transmitted signal power
= Nose power: 2 x two-sided noise PSD (Ny/2) x B or one-sided PSD (N,) x B

— Upper bound on the data rates that can be achieved under the real system
constraints

— On AWGN radio channel, turbo codes have come within a fraction of a
decibel of Shannon capacity limit
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Capacity of discrete time-invariant channel

= Mutual information

— The average amount of information received over the channel
per symbol

— 1(XY) =H(X)-H(X]Y)
« H(X): the average amount of information transmitted per
symbol (entropy)
« H(X]Y): the average uncertainty about a transmitted

symbol when a symbol is received, and the average
amount of information lost over noisy channel per symbol

1
i H(X) = log——, H(X|Y)= W
(09= 2, p0)log-oss HXIVI= 2, Pl y)log-trnes

1 1
— 1(XY)= log—— — W)
6Y)= 2, pOlogZrn= 2, Pl y)log-rs
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Channel Capacity of a Continuous Channel

0 1
= Entropy of X: H(X) = .Lo p(x) log St dx
= Mutual Information 1(X;Y)
06 = [ p0otog s o[ [ pocyytog s axay

[ 1 1 p(xly)
—L@ _[_OO p(X, Y)[Iog p(x)—log IO(le)]dxdy —_[ I p(x, y)log ——— = dxdy

[ [ p(xy)log E’() y()y) [ [ »pxy)log p((y')) dydx

" = 1 1
= , | —| dxd
L L e y)[ o) °gp(y|x)] et

(°C0

[ orog——ay— [ [ pexy)tog — - dxdy
- p(y) p(ylx)

Q0

= H(Y) - H(Y | X)
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Channel Capacity of a Continuous Channel

0 1
=  Entropy of Z. H(Z) = z) lo dz
py @-], p@oger
= Maximum entropy of Z, for a given E[Z]
— The maximum entropy is obtained when the distribution of Z is

Gaussian
1 —72/252 2 [,
" p(z2) = me , Where o = LO z2°p(z)dz

1 2
= H (2= 7Iog(27ze<7 )
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Capacity of a Band-limited AWGN Channel (1)

= Channel capacity
— Maximum amount of mutual information 1(X;Y) per second

— Two steps
= the maximum mutual information per sample
= 2B samples (Nyquist’s sampling theory)

= Maximum mutual information per sample
— X, n, y: samples of the transmitted signal, noise, and received signal

—  H(ylx)
* oMy 0= [ pxy)log - dxdy
o L POGYYI08 s

. © 1
= J-_OO IO(X)LO p(y | x) |Ogmdydx

« Because y=x+n, for a given x, y is equal to n plus a constant. The
distribution of y is identical to that of n except for a translation by x

" p(ylx)=p,(y-x), where p_ ()isthePDFof noise sample
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Capacity of a Band-limited AWGN Channel (2)

— [ sty 0tog s |X) y=]_ pn(y-—x)log-ﬁgzy:ga-dy

=J._i p, (u)log n( )du=H(n)

1
—  Hy 1o =] oo, p(y 1) log s dyd

— [ HOpedx = HOY p(dx = HE)

— 1(xy)=H(y) - H(n)
= Entropy of a band-limited white Gaussian noise with PSD N,/2
— Noise power: N= N,B

1
— H(n) = 5 log(27eN)
= When the signal power is S and the noise power is N, and the signal s(t) and

noise n(t) are independent, the mean square value of y is E[y?]=S +N
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Capacity of a Band-limited AWGN Channel (3)

— H(y) will be maximum if y is Gaussian
1
[ - (y) = 5 log[27e(S + N)]

m | 6y)=H  (y)=H([n)

= %Iog[Zﬂe(S + N)] - % log(27eN)

1
= - log(1 + SA)

" Channel capacity: 2xBx1__ (xy)

S
C = Blog(l+ W)

= Reference :B. P. Lathi, Modern Digital and Analog
Communication System, 3" Ed., Oxford. (Chapter 15)
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Capacity of Flat-Fading Channels




Capacity of Flat-Fading Channels

= The channel capacity depends on the information about g[i]

Channel distribution information (CDI) of g[i] known to the transmitter and
receiver (**) and Channel side information (the value of g[i]) known to the
receiver

CSI known to the receiver and transmitter, and (**)

TRANSMITTER CHANNEL RECEIVER

Wi : x[i] @ : y[i : W
—1  Encoder } [ ] 4 Dé)—-é : 'j.-"[ ] Decoder —-—-

Figure 4.1: Flat-Fading Channel and System Model.
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CSI at Recelver (1)

=  The rate transmitted over the channel is constant (The transmitter
cannot adapt its transmission strategy relative to the CSI)

= Shannon (ergodic) capacity

~ C=| Blog,(1+7)p(y)dy

— Shannon capacity for AWGN channel averaged over the

distribution of y Shannon
/ capacity of
............................................................... AWGN channel

= _[: Blog,(1+7)p(y)dy = E[Blog, 1+ )] <¢Blog,(1+E[y]) : withthe same
""" average SNR

— Capacity-achieving code must be sufficiently long that a
received codeword is affected by all possible fading states =>
This can result in significant delay

— If the receiver CSlI is not perfect, capacity can be significantly
decreased
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CSI at Recelver (2)

= Capacity with outage

The transmitter fixes a minimum received SNR 7min and
encodes for a fixed data rate C=Blog,(1+7,...)

For the received SNR below y_. , the received bits cannot be
decoded correctly (outage)

Outage probability: p . = p(y<y..)

CapaCity: Cout = (L= P, ) Blog, X+ 7)
The outage probability Is a design parameter
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CSI at Recelver (3)

Rayleigh fading
channel with
E[y]=20dB
"""" E

................................... Outage Probability

Figure 4.2: Normalized Capacity (C'/ ) versus Outage Probability.
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CSI at Transmitter and Receiver (1)

TRANSMITTER CHANNEL RECEIVER
’ 1 H - l,nr
Li_][l] n [I] Decodear W
- —
7 ~
/ \
\ ' ,
W _l:,_ Power \ 1] y[i] ‘ .
—iel  Encoder Caontrol 7 <+ 1  Channal Q[I]
\ 5[] Estimator
\ /
i ~ * 4
~ 'l'llﬂf -

Figure 4.3: System Model with Transmitter and Recerver CSI,

= For fixed transmission power, the same capacity as when
only receiver knows fading

C =] Blog,(L+7)p(»)dy
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CSI at Transmitter and Receliver (2)

= Transmission power as well as rate can be adapted.

= Adaptation of transmission power P.(») to the received
SNR 7 subject to an average power constraint @

" average power constraint: j: P(y)p(y)dy <@

= The fading channel capacity with average power
constraint

C= max jooo B Iogz(1+ Ptg)yjp(y)d;/

RO)[RG)P(dy=0

* /' the received SNR at transmission power @
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CSI at Transmitter and Receiver (3)

il il
| 1
» % [k] v [i] -
fp Encoder _‘:'... _...0 iy Decoder
% [K] alil n[i] v, [
¥, Encoder _1... ——m] |, Decoder

x[1] vIl

0, 1 v

fy Enceder | 1) ]| i}y Decoder

A time diversity system

SYSTEM ENCODER

SYSTEM DECODER

" The range of fading values is quantized to a finite set {, :1< j <N}
" Foreach y;, anencoder-decoder pair for an AWGN channel with SNR y,

= The input X; for encoder has average power P,(y;) and data rate C; where
C, is the capacity of time-invariant AWGN channel with received SNRF,(y;)y;/®
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CSI at Transmitter and Receliver (4)

= Optimal power allocation
— Lagrangian

IR()A)=[ B Iog{u%}pmdwz[@— [ RO ]

— Differentiate the Lagrangian and set the derivate to zero

DRMA _[(_Bin2 \y ]
oR.(7) ﬁlwﬂm/@j@ }pm

— Solve for P (y) with the constraint that P,(») >0

Pt(7/): 1/7/0_1/7 Y2V
D 0 V<70
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CSI at Transmitter and Receiver (5)

= Capacity

c=['s Iog{ljp(wdy

Yo

— Time-varying data rate : the rate corresponding to the
instantaneous SNR y is Blog,(7/7,)

— Transmission power adaption
=« Optimal power allocation (Water filling)

Pt(7/): 1/70_1/7/ Y2V
D 0 V<7
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CSI at Transmitter and Recelver (6)

= Water filling

\ \ "

cutoff value
7, such that Iyoi%/o—%/jp(y)dyzl

the better channel, the more power and the higher data rate
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CSI at Transmitter and Receliver (7)

= Channel inversion and zero outage

— The transmitter controls the transmission power using CSI so
as to maintain a constant received power (inverts the channel
fading)

— The channel appears to the encoder and decoder as a time-
invariant AWGN channel

— transmission power: P.(»)/®=o/y
o= Ve, from [} (o/n) p(n)dy =1

— Fading channel capacity with channel inversion is equal to
the AWGN channel capacity with SNR o

1
C=Blog,(l+0)=B 'OQZ(H E[W]j

Wireless Networks Lab.
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CSI at Transmitter and Recelver (8)

= Channel inversion and zero outage

A fixed data rate regardless of channel condition

Encoder and decoder are designed for an AWGN channel with
SNR o => the simplest scheme to implement

Zero outage:

= Should maintain a constant data rate in all fading states

= Zero outage capacity is significantly smaller than Shannon
capacity on fading channel
— In Rayleigh fading, the zero outage capacity is zero
Channel inversion is common in spread-spectrum system with
near-far interference imbalances
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CSI at Transmitter and Receiver (9)

®  Truncated channel inversion

Suspending transmission in bad fading states

Truncated channel inversion

= Power adaptation policy that compensates only for fading above a
cutoff 7o

R _Joly 727,
o 0 <y

=  Qutage probability P, = p(y <7,)
= Outage capacity for a given P, and corresponding cutoff y,

where o = (Ey0 []7/7/])_l =U:% D(J/)dﬂfj

— C(RPu) = B|092£1+ ]p(727o)

E [Ly]

= Maximum outage capacity

E i
C=maxBlog,| 1+ p(y = 7,)
Z 2( E,, [1/7]] :
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Capacity Comparison

14 T T 10 I I I T T
W AWGN Channel.Capcacu',l : : JL|®  AwGN Channel Capacity
| Shannen Capasity wTRRX CSI13) 2 b = “| |— shannen capacity w TRX c51 14.13)
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Figure 4.6: Capacity in Log-Normal Shadowing. Figure 4.7: Capacity in Rayleigh Fading.
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Capacity of
frequency-selective fading channel




Time-invariant Channel (1)

Total power constraint: P

A time-invariant channel with

frequency response H(f) that is
known to both transmitter and

receiver

Block fading

— Frequency is divided into
subchannels of bandwidth B with

constant frequency response H; over

each subchannel
— P;: Tx power on the jth subchannel

— Aset of AWGN channels in parallel

with SNR (|Hj|2Pj/NOB) on the jth
channel

— Power constraint: Zi P, <P

Analysis is like that of flat fading channel with frequency axis

n[i]

x[i] H(f) & ylil

Time-Invariant Frequency-Selective Fading Channel.

f

Figure 4.10: Block Frequency-Selective Fading
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Time-invariant Channel (2)

= Capacity under

Blog,

c- ¥

max Pj :Zj PjsP

— Pj {1/70_1/7] Vi

== s .

N,B

0
— 7 SUChthath:(%o‘%le

nlock fading

HJZPJ]
1+———

N,B

27,
<7

1
Y

—

0

1.
Water-filling i

C= > Blog{

J7iz2ro

ﬁ]
Yo

f
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Time-invariant Channel (3)

= Continuous H(f)
— _[Io[ HOF P(f)]

P(f)P(f)df<P N,

P() _ [Yro=Yr(f) r(f)zp
P | o " (F)<7,

— H(f)P

y(f)= N,

7, such that f;y(!)>7o(%0_%(f)jdf =F
= C= _[ Iogz[y(f)jdf

Fr(F)27, Yo
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Time-varying Channel (1)

Channel division

Coherence

Bandwidth

< B__»

T

H(f,t)'i ..... Hyt)... 2 H (1)
LA A \ Hat).... ot
......... g" *-___,.-—H-,__::ﬂ-...‘:'....-.".
-~ B ~———
' ti;hannel Ban dxﬂ{i‘dtﬁx

Time-varying flat fading channel
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Time-varying Channel (2)

» Pi(7:)7;
" C-= max _[ B. log,| 1+ ———> |p(y,)dy,
P (i)Y [P () PGy <0 57 <0 D
|
Pj(7/j) = ]7/7/0_1/7j Y270
D 0 Vi<7Yo
H 2
= y. = ‘ i‘ = : the instantaneous SNR on the jth subchannel
' N,B, assuming the total power @ is allocated to the frequency

[ |
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