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7.1 Conditional Distribution: Discrete Case

Recall for any two events E & F, P(F) > 0, the conditional probability of E given F is;
P(EF)

P(F)

If X and Y are discrete random variables, the conditional probability mass function of X
given that Y=y is,

P(E|F) =

Pyy (zly) = P{X=x | Y=y}

P X=2Y =y}
- Ply=y}

_ p(z,y)
Py(y) ~

The conditional probability distribution function of X given that Y=y is

, for all y such that P,(y) > 0

Fxy(zly) = P{X<x | Y=y}

= ZPX|Y($\Q)

a<x

e The above definitions are exactly the same as in the unconditional case, except that
everything is now conditional on the event that Y=y.

o If X is indept of Y, then
PX|Y(fU|y) = P{X=x| Y=y}

_ P{X =z} P{Y =y}
P{Y =y}

= P{X=x}

*. then the conditional mass/distribution functions are the same as the
unconditional ones.



Example .

X, Y : indept Poisson random variables with parameters A1, As
conditional distribution of X given that X+Y=n 7.

Solution.

P{X=K)Y=n—-K} P{X=K}P{Y=n-K}
P{X +Y =n} B P{X+Y =n}

P{X=K | X+Y=n} =

Since X+Y is Poisson with A\ + Ao,

e~ M >\{< e~ A2 )\;_K
K! (n—K)!

e*(>\1+>\2>()\1+)\2)n
n!

a K A1+ Ao A1+ Ae
.. the conditional distribution of X, given that X + Y = n, is the binomial distribution

. Ao
with parameters n and YD

P{X=K | X+Y=n} =

7.2 Conditional Distribution: Continuous Case

e If X & Y have a joint probability density function f(z,y), then the
conditional probability density function of X, given that Y=y, is defined for all values
of y such that fy(y) > 0 by,

_ f(y)
_ flz,y)dxdy

_Ple<X<az+dry<Y <y+dy}
- Ply <Y <y+dy}

conditional probability that X is between x and x + dx, given that Y is between y
and y + dy.

=Plr<X<z+dr|y<Y <y-+dy}
o If X & Y are jointly continuous then for any set A,

P(XcA|Y=y}= /A Fxpy(aly)dz



e In particular,

Folay) =PX<a| Y=y} = [ fuy(ely)ds

Example .

Br2—z—y) 0<zr<l,0<y<l1
fl@,y) =

0 otherwise

Conditional density of X, given that Y=y, where 0 <y <17
Solution.

For 0 <z, y<1,

fz,y) flz,y)

Pt} =50y = T, flo)ds
B x(2—z—vy)
- fol (2 -2 —y)dx
_ 6x(2—z—vy)
4 — 3y

o If X & Y are indept, continuous random variables then,

flzy) _ fx(@)fy(y)
Ty () fy(y)

= fx(x) (Just the unconditional density of X)

Ixy(zly) =

e We can talk about conditional distributions when the random variables are neither
jointly continuous nor jointly discrete.

Example .
X : Continuous random variable with density f.

N : Discrete random variable.
Then

Plr <X <wx+dr|N=n} P{N=nlr<X<z+dr}P{ex<X<z+dr}
dz N P{N =n} dx




I Plr<X<z+de|N=n} P{N=n|X=z}
im =

dz0 dx PN —n} @

Ix\n(zn)

Example .

n+m trials with a common probability of success.

The success probability is not fixed, but uniform (0, 1).

The conditional distribution of the success probability given that the trial result in n
successes !

Solution.

Lets call it X ~ U (0, 1)
N, the number of successes ~ binomial with (n + m, x)
The conditional density of X given that N=n is

P{N =n|X =z}

Frtal) = G =
< ni—lm ) "1 —az)™.1
= 0 1
PIN =) <z<
= Caz"(1—a)™ Beta distribution with parameters n+1, m+1
——_— ———

(C does not depend on x)



