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Contents
• The synchronization problem;

• The effect synchronization of errors;

• Carrier recovery loops;

• Numerically controlled oscillators;

• Timing recovery loops;

• Loop filter implementation;

• Sampling rate conversion and downconversion;

• BPSK receiver example;

• How do we address the synchronisation problem w
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T al communications - if you do
n .

K d loops), PLL (phase locked
lo

In circuitry.
otes:
iming recovery and synchronisation is one of the most important aspects of digit
ot get this right then you will not be successful in recovering the transmitted data

ey DPS components to be developed in this section includes DLL (delay locke
ops), Early-Late gate detection, polyphase filters.

 any FPGA design we must take care of the timing recovery with suitable DSP 
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The Synchronization Probl
• Propagation delay between transmitter and receive

• Must estimate two important parameters:

• Symbol timing - when to sample;

• Carrier phase offset.

A t( ) 2πfct[ ]cos

A t τ–( )

Delay of  seconds
τ: amplitude information

: carrier frequency
: time delay from tx to rx

A t( )
fc
τ



N
S urely if we can estimate the
p ica as well the symbol timing!
T is typically much smaller than
th  and the symbol rate is 20k
s 0 times the symbol rate.

C  relative to the symbol period
w bol timing error. It is therefore
u rate parameters. These are
e

ect point
otes:
o why do we have to estimate both the symbol timing and the carrier phase? S
ropagation delay then this can be used to synchronize both the local carrier repl
he reason that both require to be estimated and tracked is that the carrier period 
e symbol period. Consider an example where the carrier frequency is 100kHz

ymbols per second. This is illustrated below. Note that the carrier frequency is 5

learly any change in delay between the transmitter and receiver which is small
ill have a much greater effect on the carrier phase error than it would on the sym
seful to estimate the optimal symbol timing and the carrier phase as sepa
ffectively two different levels of synchronization.

50 carrier cycles

raised cosine waveform

maximum eff

symbol
period Tc

carrier waveform
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A t τ–( ) φ φ̂–( )cos
 noise+
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Effect of Carrier Phase Off
• Consider receiving a modulated signal as shown be

• The signal strength is reduced due to a phase erro
compared to the received signal;

• Hence there is a loss in the signal-to-noise ratio.

A t τ–( ) 2πfc φ+( )cos

2 2πfct φ̂+( )cos
local carrier

local
oscillator

low pass
filter

Receiver

 noise+

received signal



N
T d quadrature components, is
e er are required to demodulate
th gnal then the in-phase carrier
s e same goes for the locally
g sence of a phase error this
o e with each other, degrading
th

 

φ̂ φ–( ) Q t( ) φ̂ φ–( )sin–

          

φ̂ φ–( ) I t( ) φ̂ φ–( )sin+

          

cross termscross terms terms
otes:
he effect of carrier phase errors on QAM signals, which use both in-phase an
ven worse. In a QAM receiver both in-phase and quadrature versions of the carri
e incoming signal. If the local carrier is perfectly synchronized to the received si

hould be orthogonal to the quadrature component of the received signal. Th
enerated quadrature carrier and the received in-phase component. In the pre
rthogonality is destroyed and the in-phase and quadrature components interfer
e performance of the system even further.

I t( ) 2πfct φ+( )cos

Q t( ) 2πfct φ+( )sin+

2 2πfct φ̂+( )cos

2 2πfct φ̂+( )sin–

low pass
I t( )cos

  

Q t( )cos

  

: in-phase component
: quadrature component

I t( )
Q t( )

in-phase carrier

quadrature carrier

low pass

desired
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Symbol Timing
• Receiver filters are matched to optimise the signal to

output;

• In addition the output of the Matched Receiver Filte
on the Maximum Effect Points to prevent inter-sym

sampler

clock

Matched
Filter

sampler

clock

Matched
Filterr t( ) r̃ t( ) d̂ n( )

data est
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P t when a filter matched to the
p . This however depends on
w l points to sample the signal
w ts.
otes:
ulse shapes (such as the root-raised cosine pulse) are usually designed so tha
ulse shape is used at the receiver then intersymbol interference is be avoided
hether the signal is sampled at the correct time sampling instants. The optima
hich result in zero intersymbol interference are called the maximum effect poin
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Effect of Symbol Timing Erro
• No symbol timing error:



N
otes:
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Effect of Symbol Timing Erro
• Timing error = 10% of symbol period:



N
otes:
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Effect of Symbol Timing Erro
• Timing error = 20% of symbol period:



N
otes:
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Effect of Symbol Timing Erro
• Timing error = 30% of symbol period:



N
A ut of the sampler. As a result
o d thermal noise components
a

otes:
n error in symbol timing effectively introduces an additional noise term to the outp
f this incorrect symbol timing may cause bit errors to occur even if the channel an
re insignificant.
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Timing Resolution
• Digital receivers typically have limited timing resolu

• This is a direct result of the method by which timin
made.

• Two timing adjustment techniques are...

• Oversampling by a large factor and selec
samples;

• Oversampling by a small factor (e.g. 2x sym
interpolation techniques.

• Both of these techniques may yield finite timing res

• High sampling rates should be avoided if possible;

• High sampling rate = high complexity in signal proc



N
T K signal. The signal is 8 times
o hown. Note that none of the
s l interference will always be
p ptable amount of intersymbol
in
otes:
he diagram shows an example of an eye diagram for a raised cosine filtered BPS
versampled and the available sampling points at this oversampling ratio are s
ampling points fall on the maximum effect point. Therefore some intersymbo
resent in this case. The timing resolution must be fine enough to yield an acce
terference.

Ts 8 samples=

available sampling points

maximum
effect
point
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Phase-Locked Loops (PLL
• Phase modulated systems may use a phase-locked

the carrier phase;

• In such systems the PLL can actually perform the d

• A PLL can also be used to identify the nominal 
frequency.

Loop filter
2πfct φ t( )+( )cos

2– 2πfct φ t( )ˆ+( )sin

voltage-controlled
oscillator VCO



N
T hogonal to one another. This
m

If  destroyed. We can therefore
u een two carrier signals. This
is oduced to simplify the maths.

F  In a PLL this phase error
e rrect the phase.

φ̂–

ϕ

l

phase detector
characteristic

π
2
---

ϕ

otes:
he operation of a PLL is based on the fact that  and  are ort
eans that the following equation holds

 the two signals are not exactly 90 degrees out of phase then the orthogonality is
se this property to design a device which is able to estimate the phase error betw
 shown in the diagram below. Note that the factor of 2 in the local oscillator is intr

or small phase errors small angle approximation can be used so that 
stimate is then fed back to control the frequency of the VCO in an attempt to co

θ t( )[ ]sin θ t( )[ ]cos

θ t( )[ ] θ t( )[ ]cossin td
∞–

∞
∫ 0=

2– 2πfct φ̂+( )sin

low pass

oscillator

2πfct φ+( )cos e ϕ( ) ϕ( )  ,sin= ϕ φ=

e ϕ( )

orthogona
point

90° 2 2πfct φ̂+( )cos

π
2
---–

phase detector

e ϕ( ) ≈
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Costas Loops
• Costas loops may be used to track suppressed

modulated signals of the form:

• Both in-phase and quadrature components are dem

r t( ) A t( ) 2πfct φ+( )cos=

Loop filter

2– 2πfct φ̂+[ ]sin

Matched
Filter

Matched
Filter

VCO

2 2πfct φ̂+[ ]cos
Received

signal

r t( )

Î t( )

Q̂ t( )

e t( )



N
C unctions. A signal of the form

 signal  can therefore be
d

w ized with the carrier therefore
b d by the following equations:

In

T hat 

It  maximum effect points) and
u

A r t( )
otes:
ostas loops are also based on the orthogonality of the  and  f

 only contains power in the in-phase component. The received
escribed as:

here  and . In practice the VCO is never perfectly synchron
oth arms of the costas loop receive some of the signal power as is demonstrate

 a Costas loop the input to the loop filter is the product of these two signals:

he loop filter then removes the any noise which comes from the term  so t

 is also possible to sample the output of the matched filters at symbol rate (on the
se these to derive phase error estimate in a similar way to that just described.

θ t( )[ ]sin θ t( )[ ]cos
t( ) 2πfct φ+( )cos

r t( ) I t( ) 2πfct φ+( )cos Q t( ) 2πfct φ+( )sin+=

I t( ) A t( )= Q t( ) 0=

Î t( ) A t( ) φ φ̂–( )cos=

Q t( )ˆ A t( ) φ φ̂–( )sin=

e t( ) A2 t( ) φ φ̂–( )cos φ φ̂–( )sin=

 1
2
---A2 t( ) 2 φ φ̂–( )( )sin=

A2 t( )

e t( ) 1
2
---A2 t( ) 2 φ φ̂–( )( )sin≈
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2πfct φ̂+( )cos
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Squaring Loops
• Squaring loops are an alternative method of c

suppressed-carrier amplitude modulated signals.

• Squaring the signal generates a signal component
frequency.

• This component can be tracked and used to derive
carrier phase.

fc

Lo
Fil

VCO

 ( )2Band Pass
Filter

 2÷

Phase locked-loopr t( )

centred on

90°



N
C

T  loop a square law device is
u dard PLL circuit. A replica of
th

T  basic techniques which are
u may be used to improve the
p

otes:
onsider squaring the amplitude modulated signal  as follows:

here is clearly a signal component at twice the carrier frequency. In a squaring
sed to square the received signal. The  component is then tracked by a stan
e true carrier frequency can then be derived.

he phase synchronizer circuits which have been shown here only represent the
sed for closed loop carrier recovery. There are many other techniques which 
erformance of these devices.

r t( )

r t( ) A t( ) 2πfct φ+( )cos=

r2 t( ) A2 t( )
2

-------------- 1 4πfct 2φ+( )cos–[ ]=

4πfc
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Digital PLL Implementatio
• PLLs may be implemented digitally on ASICs, FPG

• A phase detector can be constructed using.....

• Multipliers;

• Filters (multipliers, adders, delays...).

• But how do we efficiently generate a sine or cosine 
frequency?

• A digital device which can produce such a sign
numerically controlled oscillator (NCO);

• We shall now describe how an NCO can be design



N
otes:



Top

A

tors (I) 15.14

ted using.......

lator.

fixed point
output

12-bits
ugust 2005, For Academic Use Only, All Rights Reserved

Numerically Controlled Oscilla
• A numerically controlled oscillator may be construc

• A sine lookup table;

• An accumulator to generate the address.

• The step size determines the frequency of the oscil

Cosine LUT

8-bits

address

va
lu

e
0 255

address

Numerically Controlled Oscillator

fre
qu

en
cy

Accumulator
step
size



N
T mp signal to the input of the
L ntegrator) which is essentially
a to zero after passing address
2

n

n

index 

e index 
otes:
he diagram below demonstrates how a sinewave is generated by applying a ra
UT. The ramp signal is produced by the accumulator (the digital equivalent of an i
 counter with a variable step size. Since the counter is only 8-bit it wraps around 
55 thereby generating a periodic sine wave.

Address generated by accumulator

Signal at output of lookup table

0

255

A

A–

sample 

sampl
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Numerically Controlled Oscilla
• The LUT can be reduced in size;

• Only the first quarter of the cosine wave is actually 

• Some straight forward logic is required to...

• Translate the 8-bit address to a 6-bit addre

• Determine whether or not to negate the ou

quarter cosine LUT

64 points6-bit

address

va
lu

e

0 63

address
translate
address

8-bit

address
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Numerically Controlled Oscillat
• The frequency resolution is improved with a fixed p

• Therefore the step size can have a fractional part;

• The fractional part is discarded when accessing the

• However, the fractional digits are still accumulated s
the resulting NCO signal corresponds to the step si

Sinewave Function

8-bit

address
va

lu
e

0 256

address

(using 1/4 LUT)

re
g

step fractional
part

Fixed point

integer
part

accumulator



N
In  is used to select values from
th ion the resulting signal at the
o ove the performance of the
o efore applying it to the lookup
ta ly it may be possible to use a
c

fixed point
output

uence

f)

ber of fractional bits
otes:
 the above NCO implementation only the integer part of the accumulator output
e lookup table. Because the phase angle of the sinewave also has finite resolut

utput may have unwanted harmonics. There are a number of ways to impr
scillator. One is to use a PN sequence to dither both the phase angle (address) b
ble and also dithering the least significant bit of the function output. Alternative

omb filter to remove the unwanted harmonics.

Sinewave Function

8-bit

address

va
lu

e

0 256

address

(using 1/4 LUT)

PN Sequence PN Seq

1± 2–(±

f is num

address
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o control a Voltage-
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Symbol Timing Recovery Lo
• Symbol timing recovery is achieved using the corr

the received signal;

• A timing error detector (TED) is used to derive an es
error just as a phase error detector is used in a PLL

• The timing error estimate may be filtered and used t
Controlled Clock (VCC).

• Notice how similar this structure is to a PLL!

Loop filter

VCC

Timing Error
Detector

 Rsymbol ke t( )+=
clock frequency

r̃ t( )
baseband information
signal



N
otes:
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 received signal to

shaping) with the

Rxy τ τ̂–( )

τ

late

Rxy
ˆ t τ τ̂–;( )

(estimate)
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Timing Error Detector (I)
• Use the effect of pulse shaping on statistics of the

estimate the symbol timing error;

• Correlating the information signal (before pulse 
received signal reveals the pulse shape!

maximum
effect point

early

pulse
shape

delay
filter

low pass
τ

x t( )

x t τ̂–( )
(local replica)

: correlator output;
: actual cross correlation function;
: information signal.

R̂xy τ( )
Rxy τ( )

x t( )

y t( )
Cross Correlator

p t( )

Rxy ∆( ) p ∆( )∝
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otes:
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one late;

tions balanced;

ol clock frequency.

τ̂– )

e

ss

S-Curve

Ŝ t τ τ̂–;( )

tector

Characteristic
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Timing Error Detector (II
• Perform two correlation operations: one early and 

• Perfect synchronisation  early and late correla

• Output of TED can then be used to control the symb

  →

S τ(

pulse
shaping

delay

delay

filter
low pa

τ

+

-
early

late 
x t( )

x t τ̂–( )

p t( )

Ts

y t( )

S ∆( ) R ∆
Ts
2
------– 

  R ∆
Ts
2
------+ 

 –=

Timing Error De



N
T e gradient between the early
a e gradient indicates in which
d

τ( )

τ

Tc

e timing error
otes:
he diagram below demonstrates how a timing error is detected by measuring th
nd late sampling points on the autocorrelation function. Note how the sign of th
irection the timing adjustment should be made to reduce the timing error.

R τ( )

τ

TcT– c

R τ( )

τ

TcT– c

R

T– c

(c) positiv(b) perfect timing

early late

∆Tc

(a) negative timing error

on-time
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to final 
detection stages

 –
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Early Late Symbol Synchron
• In general the transmitted symbol sequence is unkn

• Solution: sample signal  seconds early and  sec

• Try to balance the mean square of these samples.

matched
filter

delay 
2∆

delay 
∆

on time samples

VCC
clock

signal

late samples

early samples

lo

∆ ∆



N
T non-decision directed device.
T ls. It simply relies on known
p

A entially means that the signal
s  statistics of the signal at time
in essarily the same. Take the
fo oints to be identified without
k

e p τ( )

τTs
otes:
he early late symbol synchronizer shown in the previous slide is an example of a 
his means that it does not assume any knowledge of the transmitted symbo
roperties of the signal statistics.

 pulse shaped sequence of data symbols has cyclostationary statistics. This ess
tatistics are the same at time instants . However the
stants  and  (where  is not an integer multiple of ) are not nec
llowing system as an example..... The statistics allow the maximum effect p

nowledge of the data symbols!

nTs n 1+( )Ts n 2+( )Ts …, , ,
nTs nTs τ+ τ Ts

averagIn
pulse

shaping   2

tk kTs τ+=

p τ( )

T– s
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 delay-lock loops to

  2

 –

  +

loop filter

  2

despread
symbols
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Spread Spectrum Delay-Lock
• Direct-sequence spread-spectrum systems employ

track the chip timing parameters;

matched
filter

delay 
2∆

delay 
∆

clock
signal

early

VCC

a k[ ]

a k[ ]

integrate
& dump

integrate
& dump

integrate
& dumpon time

late



N
D

T ould note that the spreading
s uired in the despreader. The
d  decode the early late and on-
ti d spectrum receiver typically
re nd decode several multipath
c e to the chip rate the same
d ibuted across multiple DLLs.
otes:
elay-Lock Loop Optimisation

he delay-lock loop can be efficiently implemented on an FPGA. Firstly one sh
equence consists of 1s and -1s therefore no explicit multiplication is actually req
espreader only requires addition. Secondly the same despreader can be used to
me signal components thereby reducing the size on the device. Thirdly a sprea
quires a large number of despreaders to decode multiple channels or users a

omponents in a RAKE receiver. Depending on the speed of the FPGA relativ
espreader hardware could also be used to decode multiple channels or be distr
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Taking the Magnitude
• For many applications the square law detector can 

absolute value function;

• In hardware a square law detector requires multipli

• Taking the absolute value of a real number involv
complement if the sign bit is set.

• Two’s complement requires only a full adder and a 

two’s
complement

sign bit enable

ABS Function



N
otes:
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ing recovery loops;

 and  set to an

 non-zero value.

G1
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Loop Filters
• Loop filters are used in carrier phase and symbol tim

• The loop filter determines the order of the loop;

• A first order loop uses the filter below with 
appropriate non-zero value:

• For a second order loop  should also be set to a

G2 0=

re
g

filter input

G1

G2

accumulator / integrator

G2



N
S rrier-phase tracking loop can
tr  is no noise). In practice there
is ue to clock inaccuracies. In
a  where a handset is an a car
m will vary with the speed of the
v

A tegrator.The coefficient  is

n alues of  which are close to
(b e efficiently implemented by
s ults in . This can
th

β

β

β 0.9375=
otes:
econd order loops are frequently used in tracking devices. A second order ca
ack a constant change in phase (i.e. a frequency offset) with no error (when there
 always a slight frequency offset between the transmitter and the receiver d
ddition a doppler shift may occur, for example, in a mobile communication system
oving at a constant speed. This will cause an additional frequency offset which 

ehicle.

nother possibility is to use a one-pole filter, which is also known as a leaky in

ormally set to a value between 0 and 1 otherwise the filter becomes unstable. V
ut not quite equal to 1) are quite common. In such cases the multiplier can b

etting the gain to be a number such as . For example setting  res
en be implemented very easily using fixed point shift and add operations.

re
g

β

G

accumulator / integrator

1 2 n–– n 4=
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Pilot Symbol Provision
• Communication system designs usually provide pilo

• These are used for a variety of purposes including

• Carrier phase estimation and correction;

• Active gain control;

• Initial frame synchronization;

• Channel estimation.

• For example pilot symbols may be periodically in
structure as shown below.....

Pilot Data

1 frame

Pilot Data Pilot 

x0 xL 1–



N
otes:
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ecial matched filter

en a portion of the

l at a different time

r k N L 1–( )–[ ]

N–

ce)

x0∗
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Frame Synchronization
• Frame synchronization can be achieved using a sp

such as the one shown below;

• This filter measures the level of correlation betwe
received signal and the pilot sequence;

• Each output sample represents the correlation leve
instant.

sampler

received 
signal 

NRc

Receive
filter

(matched to chip
pulse shape)

r k[ ] r k N–[ ]

z N– z N– z

(matched to pilot symbol or chip sequen

z N–

r k N L 2–( )–[ ]

x1∗xL 2– ∗xL 1– ∗



N
A generated at the output of the
fi en the filter coefficients (pilot
s ter output is shown below. A
th mponents. The receiver can
th ccurs the receiver knows that
it

A ely small finite set of values.
F l optimization.

900
otes:
s the pilot symbols pass through the matched filter an estimate of the channel is 
lter. Spikes are produced when there are significant levels of correlation betwe
ymbols) and the received signal. An example of the signal magnitude at the fil
reshold can be applied to decide which spikes actually correspond to signal co
en synchronize to these paths and track changes in their delays. When a spike o

 is at the start of a frame.

gain we should note that since the filter coefficients may be taken from a relativ
or example in BPSK the coefficients are either 1 or -1. This allows for substantia

0 100 200 300 400 500 600 700 800
0

200

400

600

800

1000

1200

k

|m
[k

]|

threshold

identified signal components
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d to constrain the
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 factor requires 
ing;

r factor requires

fficult to achieve.
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Sampling Rate Conversio
• Changing the sampling rate of a signal requires ca

for what happens as a result in the frequency doma

• In most cases some type of filtering is require
frequency content of the signal;

• Sampling rate changes by an integer factor are
forward:

• Increasing the sampling rate by an integer
expansion followed by image rejection filter

• Decreasing the sampling rate by an intege
bandlimiting followed by decimation;

• Non-integer sampling rate conversions are more di



N
otes:
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ic with the sampling
;

es new images at
:

fs

k2

f

Y1 ej2πf( )

2fs'0 fs'

f

Y2 ej2πf( )

2fs'fs'0

aliasing
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Reducing the Sampling Rat
• The frequency content of a sampled signal is period

frequency - denote original sampling frequency as 

• Decimating the signal by a factor of  introduc
multiples of the new sampling frequency 

N
fs' fs N⁄=

2

k

x k[ ]

1 2 1

y k[ ]

0 0

f

X1 ej2πf( )

fsfs– fs'–0 2fs'–

f

X2 ej2πf( )

fsfs– fs'–0 2fs'–

decimate
by 2

2



N
D  to appear at multiples of the
n liasing can occur. When this
h eparated and in many cases
th  before either sampling or
d

T diagram. 

A ery  sample at the output
is samples at the filter output is
a s a complete waste!

2⁄

fs' fs N⁄=

Nth
otes:
ecimating a signal by a factor of  causes new images of the signal’s spectrum
ew sampling frequency. If the signal is not sufficiently bandlimited then the a
appens the frequency components which contribute to the aliasing cannot be s
is is undesirable. In general a real valued signal must be bandlimited to 

ownsampling where  is the new sampling frequency.

his can be achieved by filtering the signal with a low pass filter as shown in the 

n important property of this filter structure which can be exploited is that only ev
 actually retained. For example when decimating by a factor of 8 only one in 8 
ctually kept by the decimator. This means that  of the actual processing i

N

fs'
fs'

Nfs

low pass filter

fs' 2⁄

7 8⁄ ths
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e equivalent:

y(k)2

y(k)

a( )

b( )
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Reducing the Sampling Rate
• The following two downsampler implementations ar

w0 w1 w2 w3 w4

x(k)

Σ

w0 w2 w4

x(k)

Σ

2

w1 w3

2

Σ



N
T tionality however  is about
tw

T e top part contains the even
c  polyphase filter. In this case
b  components. In general for
d s.

T ce as fast as in the polyphase
fi e same as in . This leads
to  is high.

b( )

a( )
otes:
he downsampling structures in the previous slide are equivalent in terms of func
ice as efficient as .

he first point to note is that in  the filter has been split into two parts. Th
oefficients and the bottom part contains the odd coefficients. This is known as a
ecause we are decimating by a factor of 2 we split the filter into 2 polyphase
ecimation by a factor of  we would split the filter into  polyphase component

he second point to note is that samples are clocked in and out of structure  twi
lters in structure  however the total number of multipliers in structure  is th
 a substantial reduction in complexity in particularly when the decimation factor

a( )

b( )

N N

a( )
b( ) b( )
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nted images of the

Z ej2πf( )

k1 2

k]

fs' fs'
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Increasing the Sampling Rat
• Expanding a signal by a factor of  leaves unwa

signal at multiples of the old sampling frequency:
N

f

X ej2πf( )

2fsfs– 02fs– fs

expand
by 2

2

Y ej2πf( )

fs'– fs'

k1 20 k1 20 0

low pass
filter

fs' 2⁄

x k[ ] y k[ ] z[

–



N
T ing a polyphase structure. In
th aranteed to be zeros! As the
z perations since any number
m

otes:
he combination of expansion followed by digital filtering can also be exploited us
e example in the previous slide half of the samples applied to the filter are gu

eros pass through the filter they waste half of the multiplication and addition o
ultiplied by zero is just zero.
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quivalent:

y(k)

y(k)

a( )

b( )

odd
samples

even
samples

select
alternate
samples
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Increasing the Sampling Rat
• The following two upsampler implementations are e

w0 w1 w2 w3 w4

x(k)

Σ

2

w0 w2 w4

x(k)

Σ

w1 w3

Σ



N
S  operations as shown above.
W nteger factor?

C  can be achieved using a
c g any frequency components
w ple by .

In in at multiples of the original
s  decimation stage. Therefore
th e (i.e. select the lowest of the
in

F onal fraction it is possible to
u oosing the nearest value) can
th terpolation could be used to
p

M

fs'
Nfs
M

---------=
otes:
o the sampling rate can be increased and decreased with some fancy filtering
hat happens however when we wish to alter the sampling frequency by a non-i

onsider changing the sampling rate by a rational fraction . This
ombination of upsampling and downsampling operations. In order to avoid losin
hich we wish to retain it is necessary to first upsample by  and then downsam

 this case the low pass filter is used to reject the unwanted images which rema
ampling frequency and simultaneously bandlimit the signal to avoid aliasing in the
e cut off frequency of the filter must be set to just under the lowest sampling rat
 put rate  and the output rate ).

or sampling rate changes which cannot be represented as a (realizable) rati
psample to a relatively high sampling rate. Zero order interpolation (i.e. simply ch
en be used to downsample. Alternatively more accurate linear or quadratic in

erform the subsequent downsampling operation.

R N M⁄=

N

Mfs
low pass

N filter

fs fs'
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Downconversion (I)
• Many signal processing applications involve band

reside at high frequencies;

• Representing high frequencies digitally requires hig

• Solution: downconvert the bandpass signal to 
position;

• Cost of processing the signal digitally is substantial

• The two dominant downconversion techniques are:

• mixing;

• direct downconversion.
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 by filtering:

d signal:

in-phase (I)

quadrature (Q)

2πfd't( )os

2πfd't( )sin

in-phase (I)

quadrature (Q)
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Downconversion (II)
• Mixing involves multiplication by sinusoids followed

• Direct downconversion: direct sampling of passban

RF Signal

2 2πfdt( )cos

2 2πfdt( )sin–

OSC

ADC

ADC

Analogue Digital

2c

2–

OSCADCbandpass
filterRF Signal

centred on fd



N
In se and quadrature frequency
c tz. The resulting digital signal
is

In  frequency range of interest.
T . Other constraints must also
b te greater twice its bandwidth
w  states that the sampling rate
m tionally aliased however this
is ould potentially overlap as a
re

A intermediate frequency. This
c unwanted components. The
q g to baseband.

A  techniques is that the final
d ications receiver for example,
th gue circuitry. Everything can
b

otes:
 the mixing example in the previous slide multiplication of the signal by in-pha

omponents causes the signal to shift in frequency so that it is centred on zero her
 called a baseband signal.

 the direct downconversion architecture a bandpass filter is used to extract the
his resulting signal can then be sampled at a rate which is related to its bandwidth
e placed on the signal however it is generally possible to sample the signal at a ra
ith no loss of information. This actually breaks the Nyquist sampling criteria which
ust be greater than twice the highest frequency in the signal. The signal is inten
 alright here because we have removed other frequency components which c
sult of the aliasing.

nother possible downconversion architecture is to demodulate the signal to an 
an be achieved by mixing the signal with a cosine waveform and filtering 
uadrature component is not required at this stage since we are not yet convertin

 major advantage of the direct downconversion and intermediate frequency
ownconversion stages can be performed digitally. This means that, in a commun
ere is no need for feedback from the digital signal processing stages to the analo

e done digitally!
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cy for processing.

)fs Nfs f

)fs f

 filter

gnal

Nfs
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Direct Downconversion
• Direct downconversion makes use of bandpass sam

• Desired signal is aliased down to a suitable frequen

fs0fs– N 1–(

X j2πf( )

fs0fs– N 1–(

Y j2πf( )

Sample at fs

bandpass

desired si
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 for a ‘1’ bit.

g is used.
ugust 2005, For Academic Use Only, All Rights Reserved

BPSK Receiver (I)
• Consider how a BPSK receiver might be implemen

• First a few equations to clarify the problem!

• The transmitted signal can be expressed as:

•  is the pulse shaped symbol sequence is:

•  is the  symbol and  is the pulse shaping fu

• The data symbols  are either  for a ‘0’ bit and 

• Assume that root-raised-cosine (RRC) pulse shapin

s t( ) A t( ) 2πfct( )cos=

A t( )

A t( ) Ikp t kTc–( )
k
∑=

Ik kth p t( )

Ik 1– 1



N
otes:



Top

A

 (II) 15.35

ulate digitally:
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BPSK Receiver Architecture
• Downconvert to intermediate frequency and demod

: Register
: Oscillator
: A/D Converter
: Band Pass Filter
: Numerically 

controlled oscillator
: Matched Filter
: Counter
: threshold
: retard / advance
: accumulator
: absolute value

 

R
osc

ADC
BPF

NCO

MF
cntr
thr

ret/adv
acc
abs

NCOADC

RF Signal

centred on fc
BPF

2πfc1( )cos

osc

I

Q

MF

MF

4-bit cntr

R

R

cos

sin

wrap

analogue digital

desired
frequency

16x symbol rate



N
T diate Frequency) signal. It is
th ing a Numerically Controlled
O isters is effectively at symbol
ra ery 16th output sample in a
re  latches every time it wraps
a

N llowed by decimation stages
th in efficiency can be realised
b at they may be able to share
h ut rate.
otes:
his system first downconverts the RF (Radio Frequency) signal to an IF (Interme
en sampled at 16x the symbol rate. Demodulation to baseband is performed us
scillator (NCO) followed by matched filtering operations. The output of these reg
te. The output of the each matched filter is then downsampled by latching ev
gister. The timing of this is controlled using a 4-bit counter which triggers the

round to zero.

ote that because the (Root-Raised-Cosine) matched filters are immediately fo
ey can be efficiently implemented using polyphase techniques. Further gains 

ecause the two matched filter / decimator structures are identical. This means th
ardware depending on the relative speed of the device compared to the filter inp
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BPSK Receiver Architecture
• Use a costas loop to control the Numerically Contro

: Register
: Oscillator
: A/D Converter
: Band Pass Filter
: Numerically 

controlled oscillator
: Matched Filter
: Counter
: threshold
: retard / advance
: accumulator
: absolute value

 

R
osc

ADC
BPF

NCO

MF
cntr
thr

ret/adv
acc
abs

NCOADC

RF Signal

centred on fc
BPF

2πfc1( )cos

osc

I

Q

MF

MF

4-bit cntr

R

R

cos

sin

wrap

loop filter

analogue digital

co
l



N
A  track the carrier phase of the
re samples and the result is fed
in

A r and correct the phase at the
o elow:

P hase rotation unit requires a
p o a phase control.

p filter

baseband
costas
loop
otes:
 costas loop has been introduced to adjust the frequency of the NCO in order to
ceived signal. A multiplier is required to determine the product of the I and Q 
to a loop filter. The output of the loop filter then controls the NCO frequency.

n alternative to this strategy would be to have an fixed frequency digital oscillato
ther side of the matched filter and decimation stages. This strategy is depicted b

reviously the loop filter output controlled the frequency of the NCO however a p
hase input. Hence an accumulator is required to convert the frequency control t

osc

I

Q

MF

MF

4-bit cntr

R

R

cos

sin

wrap

phase
rotation

(e.g. using
CORDIC)

I

Q

accumulator

phase

loo

from
A/D
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ymbol timing clock:

loop filter

abs

+

-

thr

Timing Error
Detector

ret

dv

abs
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BPSK Receiver Architectur
• Use early late timing error detection to control the s

: Register
: Oscillator
: A/D Converter
: Band Pass Filter
: Numerically 

controlled oscillator
: Matched Filter
: Counter
: threshold
: retard / advance
: accumulator
: absolute value

 

R
osc

ADC
BPF

NCO

MF
cntr
thr

ret/adv
acc
abs

NCOADC

RF Signal

centred on fc
BPF

2πfc1( )cos

osc

I

Q

MF

MF

4-bit cntr

R

R

cos

sin

wrap

loop filter

z 4–

analogue digital

a

z 4–

MF R

MF R

z 8–



N
F early / late symbol detector
in ter than the maximum effect
p ters the result to estimate the
ti . If the threshold is exceeded
th ed (prevented from counting
fo either speed up or slow down
th
otes:
inally an early late symbol timing error detector has been introduced. The 
tentionally samples a quarter of a symbol earlier and a quarter of a symbol la
oints. It then calculates the difference between the early and late samples and fil
ming error. A threshold is then applied to the magnitude of the loop filter output
en the 4 bit counter is either advanced (incremented by an extra step) or retard
r a single step) depending on the sign of the filter output. The result is to briefly 
e count in order to track the timing of the received signal.



Top

A

15.38

d;

overy reviewed;

ds were introduced;

 some well known
an FPGA;

ampling;

cillators;

s;
ugust 2005, For Academic Use Only, All Rights Reserved

Conclusion
• The general synchronization problem was describe

• Standard methods for carrier and symbol timing rec

• Sampling rate changes and downconversion metho

• A BPSK example was used to demonstrate how
techniques can lead to efficient implementation on 

• Some of these techniques were:

• The use of downconversion by bandpass s

• Lookup tables for numerically controlled os

• Polyphase implementation of matched filter

• Use of simple but effective filter structures.
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