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M/M/1 Queueing ReviewM/M/1 Queueing Review
• The number of arrivals follows the Poisson distribution

• The service time follows the Exponential distribution

• The number of servers is ONE
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M/M/1 QueueingM/M/1 Queueing
• L=E(N): Expected number of customers in the system
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W: Average waiting time of a customer in the• W: Average waiting time of a customer in the 
system
– Use Little’s LawUse Little s Law



Little’s Law 
(by John D. C. Little)

WL λ= WL λ=
Avg. # of 
customers in 
th t

Customer 
arrival rate

Avg. time a 
customer spends 
i th tthe system in the system

Proof is difficult. See Stidham’s paper.



M/M/1 QueueingM/M/1 Queueing
• L=E(N): Expected number of customers in the system
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W: Average waiting time of a customer in the• W: Average waiting time of a customer in the 
system
– Use Little’s LawUse Little s Law
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M/M/1 QueueingM/M/1 Queueing
• Lq: Expected number of customers in the queueq p q

• Wq: Average waiting time of a customer in the 
queue
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Probability that the server is busy?• Probability that the server is busy?
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Basics
• Queueing Network

– A computer system is essentially a network of queues
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Average system

• Forced flow law

Vλλ =Average throughput of 
u k

Average system 
throughput

# of visits to resource k 
per job( )?f kk V=λ

• Total service demand
kk Vλλ =resource k per job

SVD ×=Total service Service time of a job per 

( )?f kk V=λ

( )?f VD kkk SVD ×=demand of a job for 
resource k

visit to resource k

# of visits to resource k per job

( )?f kk VD =



Example 1
• We made measurements on a batch processing 

machine. These indicate that the average number of 
visits each job makes to Drive 1 is five and that the  
disk throughput for Drive 1 is 10 requests per second. 
What is the system throughput?What is the system throughput?

ProcProc

Disk1

Disk2
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Example 2
• We measure a small batch processing computer 

system. We find that CPU has a visit ratio V1=20 with 
S1=0.05 seconds, the first I/O device has V2=11 and 
S2=0.08 seconds, while the other I/O device has V3=8 
and S 0 04 seconds What is the bottleneckand S3=0.04 seconds. What is the bottleneck 
resource?

CPU
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Jackson Networks
• A queueing network consisting of K nodes

– Each node consists of ck identical exponential servers, each with average 
service rate μkμk

– Customers arriving at node k from outside the system arrive in Poisson 
pattern with the average arrival rate λk

– Once served at node k, a customer goes (instantly) to node j (j=1,2,…,K) 
with probability pkj or leaves the network with probability 1 – ΣΚj=1pkj.
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Jackson’s Theorem
• For each node k, the average arrival rate to the node, 

Λk, is given by
∑
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• Let (n1, n2, …, nK) be the system state. Steady state prob?Let (n1, n2, , nK) be the system state. Steady state prob?

• If Λk<ckμk for k=1,2,…K, there is a steady state 
distribution of the system state (n1, n2, …, nK): 1 2 K

– p(n1, n2, …, nK) = steady state probability that there are nk

customers in the k-th node for k=1, 2, …, K.

• The steady state probability that the system is in 
state (n1, n2, …, nK):

)()()(),,( 221121 KKK npnpnpnnnp LL =
that is, each node k behaves as if it were anthat is, each node k behaves as if it were an 

independent M/M/ck queueing system with average 
arrival rate Λk.



Example
• Error recovery transmission systemy y

1-p
error detection code!
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Open central server system

I/O devices
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Open central server system
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Example

1 CPU and 3 I/O devices

/λ=1/5 jobs per second

CPU service time s1 = 0.75 sec1

I/O service times s2, s3, s4 = 1, 2, 4 sec
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Closed central server system

I/O devices
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N i tl lti i l l NN programs are running concurrently: multiprogramming level=N

If a program completes, a new program starts immediately.



Closed central server system
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Example  :2(1) step
 0)0()0( :1 step 21 == LL

• Suppose we have a 
computer system that 1
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How do we know Dk?
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