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6 Inverse of a Matrix

6.1 Cramer’s Rule & Inverse  for solving Ax =b

T b1
Al z9g | = | by
| 73 b3
[ 21 0 0 by a2 a3
= A zo 1 0 = b2 a2 G923 =B
| z3 0 1 bs az2 as3z

— Take determinants : (detA)x; = det B

_ det31
T et
Similarly,
1 T1 0 ail b1 ais
A 0 ) 0 = a1 bg ass = BQ
0 z3 1 ag1 bs ass

— Take determinants : (detA)xy = det By

_ detBs
~ detA

)

<Cramer’s Rule>  If detA # 0, Ax = b has the unique soln.

e — detBj
7 detA

where B; has the column j of A
replaced by the vector b.

Example .
T+ x9+a3=1
—2x1 + T2 =0
—4x + 4+x3 =0



[Al=] -2 1 =7
—4 1
1 1 1
1Bi|=|0 1 =1
0 1
B
Lj
1 1 1 |A|
Byl=| -2 0 |=2
-4 0 1
1 1 1
Bs=| -2 1 0|=4
—4 0

6.2 Using Cramer’s rule to compute the inverse

1
e AA =10

O = O

0
0
1
in the above example

0
U
b
T1
.| zo | = the first column of A~}
3

e In the above example, note that

|B1| = C11, |Ba| = Ci2, |Bs|=Ci3
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Q
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e useb= | 1 | to get the second column of A~ :
0
0 a2 a3
|Bil =] 1 az a3 |=Cn the 2nd col. of A1
0 asy as3 [
a;; 0 a3 r Car T
|Ba| = | a1 1 ag3 | =Co = 4
az; 0 as3 Cao
[A]
a1 aiz 0 Cas
|Bs| = | a1 azx 1 |=Cos L T4
az; azg 0O
0
e useb=| 0 |to get the third column of A~!:
1
- @ -
[A]
- |
Cs3
C.: LAl
A*l R J
( iy detA
If we define the cofactor matrix C' = [Cj;] then,
-1 _ cT
detA
Example .
1 0 0]
Mi=|110|=Ch1=1
1000 L1 1 1]
q_|1 100 100
Al = 1 11 0 Mis=|(1 1 0| =Cp=-1
111 1 = (11 1]
1 1 07
= detA =1 Miz=|11 0 |=Ci3=0
1 1 1




1 -1 0 0 1 0 0

L Ct 1o 1 -1 0 -1 1 0 0
“detA |0 0 1 1| | 0 -1 1 0
0 0 0 1 0 0 -11

(The inverse of a triangular matrix is triangular)

6.3 Inverse & Rank

Theorem (Existence of the inverse) (Theorem 1, Sec. 6.7)

The inverse A=Y of an n x matriz A exists if and only if rank A = n, hence (by Theorem 3,
Sec. 6.6) if and only if detA # 0. Hence A is nonsingular if rank A = n, and is singular if
rank A < n.

Proof. Consider the linear system

(2) Ax=Db

with the given matrix A as coefficient matrix. If the inverse exists, then multiplication from
the left on both sides gives
AT'Ax =x=A""D.

This shows that (2) has a unique solution X, so that A must have rank n by the Fundamental
Theorem in Sec. 6.5

Conversely, let rank A = n. Then by the same theorem, the system (2) has a unique
solution x for any b, and the back substitution following the Gauss elimination (in Sec 6.3)
shows that its components x; are linear combinations of those of b, so that we can write

(3) x = Bb.
Substitution into (2) gives
Ax = A(Bb) = (AB)b = Cb = b (C = AB)
for any b. Hence C = AB = I, the unit matrix. Similarly, if we substitue (2) into (3) we get
x = Bb = B(Ax) = (BA)x

for any x (and b = Ax). Hence BA = I. Together, B = A~! exists.



