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Forest Monitoring Sensor Networks 

Different Importance Different Reliability Requirement
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Rescue Supporting Sensor NetworksRescue Supporting Sensor Networks

Different Dynamics Different Real Time Requirements
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Different Dynamics Different Real-Time Requirements
Mixture of Periodic and Aperiodic Packets



Summary of Observations

Workload Characteristics
Diverse Real-Time requirements
Diverse Reliability requirementsDiverse Reliability requirements 
Periodic and Aperiodic Packet patterns

N t k Ch t i tiNetwork Characteristics
Large-Scale Dense Networks
Dynamic Topology Changes
Unreliable Nature of Wireless Links
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Unreliable Nature of Wireless Links



Design Goals
Deliver packets meeting various Application requirements

Diverse real-time and reliability requirementsy q
Diverse packet patterns

Scalable and Adaptive Protocolp
Applicable to large-scale networks
Adaptive to frequent changes of network topology

QoS Mechanisms for Ad-Hoc Networks will not work
• global routing not scalable
• reservation based not adaptive not aperiodic friendly
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• reservation based not adaptive, not aperiodic-friendly



Solution Approach

Multi-Path Multi-Speed Routing Protocol 
(MMSPEED)(MMSPEED) 

QoS provisioning for sensor networks 
Using localized packet forwardingUsing localized packet forwarding
In two isolated quality domains

TimelinessTimeliness 
Reliability
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Globalized Packet Forwarding
Build a complete route to the final destinationBuild a complete route to the final destination

ss

dd

- Not Scalable
- Large overhead for path maintenance with 

topology changes
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- Not aperiodic friendly 



Localized Packet Forwarding
Select nodes geographically closer to the final destinationSelect nodes geographically closer to the final destination

s

d

+  Scalable
+  Handle aperiodic and periodic packets 
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p p p
+  Packet-by-packet adaptation to network dynamics 



Service Differentiation in Timeliness Domain
MMSPEED id M l i l D li S d O iMMSPEED provides Multiple Delivery Speed Options 

SetSpeed = 100m/s
S

D

SetSpeed = 10m/s
D

S

D

SetSpeed = 10m/s

S

Physical Network
S

D
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SPEED Protocol (Univ. of Virginia)

i k
disti,k = 100m20m/0.1s

i k

j distj,k = 80m
PacketPacket

j
delayi,j = 0.1s

sec/200
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80100,,

, m
delay

distdist
Speed kjkik

ji =
−

=
−

=
1.0,delay ji

- If every node can find a forwarding node with speed higher than 
S tS d S tS d b id d t k id l
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SetSpeed, SetSpeed can be provided network-widely.
- This is not always possible when workload is high probabilistic drop



Service Differentiation in Timeliness Domain
Vi l I l i f k i hi i l d (R i L )Virtual Isolation of packets within a single node (Routing Layer)

Application LayerApplication Layer
Packet

Classifier

Speed Layer 1

Speed Layer 2

Speed Layer 3

MAC
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From previous nodes Packet



Service Differentiation in Timeliness Domain
Vi l I l i f k i hi i l d (MAC l )Virtual Isolation of packets within a single node (MAC layer)

Application

MMSPEED Packet

AC3 AC2 AC1

⎫AIFS
Backoff Backoff Backoff⎭

⎬
⎫

minCW
AIFS

Virtual Collision Handler

⎭
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From previous nodes Packet
To next node



Service Differentiation in Timeliness Domain
L P i i P k d l Hi h i i kLow Priority Packets may delay High priority packets 

Inter-node prioritization is important

Packet Packet

Packet
i

Packet
i

s j
Packet

s j
Packet

k k
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Service Differentiation in Reliability Domain
MMSPEED ili l l i l h i li biliMMSPEED utilizes natural multiple paths to increase reliability

High Reliability

L R li bilitLow Reliability

Physical Network
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Service Differentiation in Reliability Domain
P b bili i ll f d k h h j d b fProbabilistically forward packets through just adequate number of 

paths towards final destination
Local estimation of end-to-end reachability

Packet RP = .2

y
Dynamic compensation

Packet RP = 2Packet RP = 5Packet RP = 5

i
RP=.3

Packet RP = .2Packet RP  .5Packet RP  .5

s j dRP=.25 dynamic
compensation

k
RP=.45
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Service Differentiation in Reliability Domain
M l i i i MAC l i ll l f iMulticast service in MAC layer to insure parallel progress of copies

Partially Reliable Multicast

Data
•MMSPEED decides the Next 
H G (NHG)l

RTS

i
Hops Group (NHG) 
•Select a Primary Recipient 
(PR) from NHG

l #

s j *
Packet RP = .8

•RTS is sent to PR, other 
nodes in NHG listen
•PR sends CTS#

CTS

j

k

•PR sends CTS 
•DATA is sent to PR, other 
nodes in NHG capture the 
packet

#
ACK
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k
•PR ACK the packet

packet 
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How to combine the two domains?

Node 5's NT

7 11
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P fPerformance - Timeliness Differentiation

Flow Group 1 : Deadline = 0.3s , Reliability = 0.5 
Flow Group 2 : Deadline = 1.0s , Reliability = 0.5

Group 2
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Group 1
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Groups 1, 2
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P fPerformance - Reliability Differentiation

Flow Group 1 : Deadline = 1.0s , Reliability = 0.7 
Flow Group 2 : Deadline = 1.0s , Reliability = 0.2
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P fPerformance– Mixed Flows (on-time reachability)

Flow Group 1 : Deadline = 0.3s , Reliability = 0.7Flow Group 1 : Deadline  0.3s , Reliability  0.7 
Flow Group 2 : Deadline = 0.3s , Reliability = 0.2
Flow Group 3 : Deadline = 1.0s , Reliability = 0.7
Flow Group 4 : Deadline = 1.0s , Reliability  =0.2p , y
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Performance Control Packet OverheadPerformance – Control Packet Overhead 

t l k tcontrol packet

overhead

As increasing no. of flows As increasing node density

Smaller number of control packets than SPEED as increasingSmaller number of control packets than SPEED as increasing 
workload

Scalable as Node density increases
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Performance Data Packet OverheadPerformance – Data Packet Overhead 

data packet

overheadoverhead

As increasing no. of flows As increasing node density

Scalable as Node density increases
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Adaptability of MMSPEED 
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Adaptability to node mobility
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Adaptability to node mobility 

Advantage of localized packet forwarding



Summary

MMSPEED Provides
Service Differentiation in Timeliness domainService Differentiation in Timeliness domain
Service Differentiation in Reliability domain

MMSPEED can probabilistically guaranteeMMSPEED can probabilistically guarantee
reliability requirements
real-time requirementsreal time requirements
both (on-time reachability)

MMSPEED is a localized algorithmMMSPEED is a localized algorithm
scalable
adaptive
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adaptive



Open Issues

Parameter Optimization
Energy Overhead AnalysisEnergy Overhead Analysis 
QoS Provisioning in Multi-tier Sensor Networks
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Questions 
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Service Differentiation inService Differentiation in 
Timeliness Domain

Shorter Backoff times and IFS for high priority Access Class 
higher priority packets are likely to capture the channel earlier

AC 3 AC 2 AC 1

⎪
⎧AIFS

Backoff initiation
and

Backoff procedure

Backoff initiation
and

Backoff procedure

Backoff initiation
and

Backoff procedure ⎪
⎩

⎪
⎨

max
min_

CW
CW

Virtual Collision Handler

Transmit frame

⎪
⎩ max_CW
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Transmit frame



RP (Reaching Probability)RP (Reaching Probability) 
Calculation

di d

j
ei,j ei j

ei,j
ei,j

j ei,j
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⎡ ⎤jidj distdist
jiji

d
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Service Differentiation inService Differentiation in 
Reliability Domainy

Multicast service in MAC layer to insure parallel progress of 
copies 
Partially-reliable multicast 

Select Primary Recipient

i
Select Primary Recipient Send RTS to Primary RecipientOnly Primary Recipient will send CTS

Packet RP = .8
Sender will respond with Data FramePrimary Recipient will send ACK 

RTS

s j *
RTSRTS

CTS

DataDataData

ACKj

k
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SPEED Protocol (Univ. of Virginia)

i k
disti,k = 100m20m/0.1s

i k

j distj,k = 80m
PacketPacket

j
delayi,j = 0.1s

sec/200
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80100,,
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Speed kjkik
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- If every node can find a forwarding node with speed higher than 
S tS d S tS d b id d t k id l
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SetSpeed, SetSpeed can be provided network-widely.
- This is not always possible when workload is high probabilistic drop


