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457.646 Topics in Structural Reliability

In-Class Material: Class 28

VII-4. Finite Element Reliability Analysis (Haukaas, 2006)
— summary and good findings

Equations of Motion and Randomness ,""' t)

“Weak” form of equilibrium:

[suyidQ+[su, jo,dQ— [y, fidQ - [uzr,dr =0 0
Q Q Q r

y : density, U : acc, U strain, Gy stress, fi: body force, t;: traction

@ Basic random fields

Ci(X), 7(X): material properties (constants)

Tensor of material elastic constants, Gij = Cijklgkl
f.(x,t), t,(x;t) :loads

Q, T : geometry

= Discretized to a random vector Vv

@ Derived response is a function of v

u; (X, t,v) : displacement
& (x,t,v) : strain
& (X,t,v) : plastic strain
9(S(v),v)<0
ot (x,t,v) : stress

S, (x,t,Vv) : generic response vector
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@ FE models and r.v's
i. Nonlinear & Dynamic problem
M(v)i(t, v) +C(v)u(t,v)+ R(u(t,v),v) = P(t,v)
ii. Static problem
R(u(t,v),v)=P(t,v)
iil. Linear Static problem
K(v)-u(v) =P(v)
@ FE reliability analysis
i. MCS v,, i=1--- N
ii. Importance Sampling
ii.  Response Surface g ~7(X)

iv. Form (HLRF)

Initialize u, =u(v,)

0

Vi =Vv(u;) skipifi=1 Con s FE code
G(u;) = g(S(v).v)) (Vi) Js

V.Gu)=V,g(Vv)d,,
= (ng : ‘Js,v +va) ’ ‘]v,u
e.g. FERUM-ABAQUS

The same procedure
(Young Joo, Lee, 2012)

Gradient J_ 7

g M Do
" OE'oP’

Methods to get sensitivity J,
e.g. Linear Static Problem (suppose there isonlyoner.v. v=v )

KV) - u(v) = P(v) — u=K™(V)-P(v)

Stiffness displacement  loads
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@ Finite Difference Method (“FFD” option of FERUM)
u(v) = K*(v)-P(v) original FE
u(v+Av) =K*(v+Av)-P(v+Av) (i.e. additional FE for each v, in V)

ou _ u(v+Av)—u(v)
o AV

= Need to solve FE again (for each r.v)
= Can cause numerical errors

@ Perturbation Method
Ku=P

AK =K(v+Av) —K(V)
AP =P(V+Av)—P(v)

(K+AK)(u+Au) =P+ AP
Ku + KAu + AKu + AKAu =P + AP
s Au= K™ (AP - AKu)
= Do not have to re-solve FE
= Error (AKAu = 0)
@ Direct Differentiation Method (‘DDM’ option for FERUM)
Ku=P

oK ou 0P
Cu+kE=E
ov EYEY

NP2,
ov oV

— Do not need to solve FEM again

— No error

K _ oK K
YRV

< direct stiffness method)

— Nonlinear static, nonlinear dynamic
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@ Adjoint method

= Tutorial by Prof. Andrew M. Bradley at Stanford University:
http://cs.stanford.edu/~ambrad/adjoint _tutorial.pdf)

xeR™, peR™, f(x(p)): R* > R

Subjectto h(x(p),p)=0 for h: R™*xR™ — R

e.g. h=0 = PDE equilibrium (mass € p, displacement € x, member force = f)

d,f? (total derivative of f w.rt p )

Consider the Lagrangian

L(x, p,A) = f(x(p)) +A"h(x(p), p)

d f=d.L (- onlyonh = )
=0, fd x+d A"h+17(3,hd x+3 h)
= fx, +AT(hx, +h) (- )
=(f +A"h)x, +1h

Choose A suchthat h/A=—f' (“adjoint equation”) > A*

Then we can avoid calculating ( )

Then compute d f as

= Used for RBTO of structures under stochastic excitations
(Chun, Song and Paulino, 2016)


http://cs.stanford.edu/%7Eambrad/adjoint_tutorial.pdf
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VI. Simulation methods (contd.)
Latin Hypercube Sampling (Mckay et al. 1979)

Extension of “Latin Square” — appearing exactly once in each row and
exactly once in each column)

(«) 7x7 Latin Square stained glass honoring R.A. Fisher’s work on DOE

Evenly distribute sampling points to promote early convergence

1 :
X
e.g. X={X,,X,} uniform (0,1), s.i I SO T S
X P X
= 4 samples Xo [rrirmrr i
+  Brute force MCS: bl X
: 0 " 1
Samples are generated independently X1
No memory 1 .
Pox b
- . X ]
* Latin Hypercube Sampling: Xy TR
There is only one sample in each row and column T T
0(w/ memory) 0 X4 1
Possible LHS combination?
M-1
_ vl [ M=4N=2
* Orthogonal Sampling: 1 — H(M —n) . 24 cases
Xiog
LHS + subspace sampled %x -----
: e :
w/ same frequency xZ U//‘/‘/‘:f/-/v/-/%/////?//‘f/-/-
P X 2 choose LHS combinations
);X that satisfy orthogonal
y : sampling conditions
0 ya
X1

Example) Y.S. Kim et al. (2009)
— Seismic Performance Assessment of Interdependent Lifeline Systems

= Generated random samples of post-disaster conditions of network components
using LHS
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Markov Chain Monte Carlo Simulation (MCMC)

P(z(m+l)

Z™) transition prob.

— Use MCS to generate samples as a Markov chain (good for high-dimensional problem)

@

@

Metropolis-Hastings algorithm (Hastings, 1970)
~Accept/reject w/ probability (see next page)

Gibbs sampling (Geman & Geman 1984)

See next page: Sample “one” element each time based on v
Conditional distribution given the outcomes of the other elements

eg. P(Z2,Z,,Z,) V4

sample  Z7™ by P(Z,

Z;,23)

7" by P(Z,

Zi,23)

z:* by P(Z,

Z:,7;)
Subset Simulation (Au & Beck, 2001)
FoF o---oF,=F eventofinterest
P(F)=P(F,) toolow

eg. F={D>C}

C <C,<---<C, =C

P(F)=P(F,)=P((|F)

i=1

:P(Fm|hFi)‘P(h Fi) °

m-1
= I:)(Fm| fmfl) ’ P(ﬂ FI)
i=1
= P(F,)x P(F,|F)x---xP(F,|F-F, ) P(F,) P(F2|Fy)
Each larger than P(F)

Use MCMC algorithm to compute P(F

i+1

|F)
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* Generating samples of a bi-variate Gaussian distribution using Metropolis
algorithm

A simple illustration using Metropo-
lis algorithm to sample from a
Gaussian distribution whose one
standard-deviation contour is shown , 5|
by the ellipse. The proposal distribu- ~
tion is an isotropic Gaussian distri-
bution whose standard deviation is
0.2. Steps that are accepted are
shown as green lines, and rejected
steps are shown in red. A total of |5}
150 candidate samples are gener-
ated, of which 43 are rejected.

[}

* Generating samples of a bi-variate Gaussian distribution using Gibbs sampling

lllustration of Gibbs sampling by alter- =24
nate updates of two variables whose L
distribution is a correlated Gaussian.
The step size is governed by the stan-
dard deviation of the conditional distri-
bution (green curve), and is O(l), lead-
ing to slow progress in the direction of
elongation of the joint distribution (red
ellipse). The number of steps needed
to obtain an independent sample from

the distribution is O((L/1)?). I—

[ J

Reference: “Pattern Recognition and Machine Learning” by Christopher M. Bishop (2006)
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Extrapolation-based MCS (Naess et al. 2009)

gA)=9-p,1-2) A=0:

0<a<l A=1:

Generate samples {g,,~:-,d,} and use to estimate

L (M) = N while varying A

Instructor: Junho Song
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gM)=9-p, P, =50%

agM) =g P <1

Fitted to Zzlq(k)-exp{—a(k—bf} (can assume constant q), i.e.

P () = q"-exp{-a’ (A -b")"}

Find a, b, c, q by fitting and extrapolate as F~’f (A) as A—>1

= Has been applied to component/system (Naess et al. 2009)

and large-size system problems (Naess et al. 2010)
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Fig. 9. Plot of log pr(4;) for Example 4: Monte Carlo (-); fitted optimal curve (--),

reanchored empirical confidence band (--.);
logg = -0.303, a = 16.231, b=0.252, c= 1.591.
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fitted confidence band (--).
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I - Many thanks for your hard work in this semester to learn theories of
I ) . structural reliabMd their applications. | wish you the very best on
I B your course , research and future career.
Yarb
I - Best,
i“ Junho
-



