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Probability and Statistics
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Properties of Probability

* To an event E, we assign a probability p,, also denoted by
P(E,), or “probability of the event E,”. The quantity p, must
satisfy the properties given in Fig. [

* 0 =p=/

If Ey is certain to occur, pp = /.

If Ey is certain not to occur, pi = 0.

If events E; and Ej are mutually exclusive, then

P(E; and Ej) = O0;  and P(E; or E;) = pi* p;

If events Ej, (i=/, 2, =+, N) are mutually exclusive and
exhaustive (one of the N events E; is assured to occur), then

Iiv=1pi =/

Fig. | properties of probabilities
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Element of Probability Theory

v' A random variable = a symbol that represents a
quantity that can not be specified without the use of
probability [aws.

— denoted by a capital letter X with the lower case x
for a fixed value of the random variable.

— a real value x; that is assigned to an event E;

— has a discrete distribution if X can take only a
countable, finite or infinite, number of distinct values:

[x,i=/,2 ..1]
2ip(x)= 1.
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EXpeCTaTiOH Value: Discrete Random Variable

* An expectation value for the random variable X is defined by
E(x)=x= ) px (/)

* Define a unique, real-valued function of x, g(x), which is also
a random variable. The expected value of g(x) is

E[g(x)] = gx) = X p, glx) 2

 For a linear combination of random variables,

E[ag(x)+bh(x)] :aE[g(x)] + bE[h(x)] = ag(x) + bh(x) (3)
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Variance' Discrete Random Variable

* An variance for the random variable X is defined by

variance = var(x) = o*(x) = (x=% = Y p,(x, =X ()

 The standard deviation of the random variable X is
defined by

o(x) = [var(x)]//'2 (5)

* [t is straightforward to show the following

o?(x) = x> —%° (6)
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OZ(X) - X2_72

(6)

02()() = (X-—-Y)Z = ZP:"(X/—)?)Z = Zpi.(xiz-—-_Z)?)(i‘/')?z)

:'X-—-

—2 —2 2 —2
X +x" = x"—Xx

Zp,. (x*=2xx,+x7) = Zpi -xf—ZYZp,. X, +>?Zz,o,.
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Linear/Non—linear Statistic

* The mean of linear combination of random variables equals
the linear combination of the means because the mean is a
[inear statistic.

E[ag(x)+ bh(x)] =aE[g(x)] + bE[AX)] = agl(x) + bH(x)  (3)

 The variance is not a linear statistic.

o’ [ag(x) +bh(x)] = a’0” [g(x)] + b’0’ [A(x)] + 2ab| g(x)A(x)~Gx)A(x) |  (7)
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E[ag(x)+bh(x)] =aE[g(x)] + bE[A(X)] = aglx) + bA(x)  (3)

v

E[aglo) + ()] =+ [aglx,) + ()]

i=/

= +{ag(x )+ bhlx ) agl,) +bh(x, )+ ... +aglx, )+ i, )

- a.ﬁ{g(xlﬂg(xz)f gl )} b.#{h(x,)m(xz)va . +h(x,)}

=a-g(x)*+b-h(x) = aE[g(x)] + bE[h(x)]
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o’ [ag(x)+bh(x)] = g’o’ [g(x)] + b’o’ [h(x)] + ZGb[g(x)h(x)—g(x)E(x)] (7)

o’ [ag(x) + bh(x)] = [ag(x) + bh()()]2 - [ag(x) + bh()()]2
= 4’ () + 2abg()H(X) + 6 (x) ~ [ ag(x) + ah(x) |

= a?q%(x)+ 2abg(x)h(x) + b () - [a2§2 (x)+ 2abg(x)A(x) + b2 A (x)]

= a’| g (x)~g (x| + 6| K (x)~F (x) | + 2ab] g0Ax) - g(x)h(x)|
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Product of Random Variables

T he average value of the product of two random variables is

E(XL[) :ZPUX:'%‘ (8)
) -
If x and y are independent,
pi = 19, (9)

Then E(xy) :ZPUX:'% = Zﬁgjxf% = Zﬁxfzgﬂj: E(x)E(y) (10)
Ij Ij i J

Eq. (7) is reduced to Eq. (/1) if g(x) and h(x) are independent.

o’ [ag(x)+bh(x)] = a’0’[g(x)] + b’c? [ h(x)] (/1)
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Covariance and Correlation Coefficient

The covariance is defined by

covariance = cov(x,y) = xy —x-y (12)

— If x and y are independent, cov(xy) = O.

sufficient cond. necessary cond.
— It is possible to have cov(xy) = 0 even if x and y are not
independent.

— The covariance can be neqative.

Correlation coefficient is a convenient measure of the
degree to which two random variables are correlated (or
anti—correlated)

correlation coefficient = p(x,y) = cov(x, q)/ [02( x)-az(q)]//2 (/3)
where -1 = pxy) = /.
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-1.00 -0.90 -0.80 -0.70 -0.60 -0.50 -0.40

p=1/ wheny =ax + b
p=-/ when y = —ax + b
(a>0)

0.40 0.50 0.60 0.70 0.80 0.90 1.00

P = correlation coefficient
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Continuous Random Variable

v' A random variable has a continuous distribution if X can
take any value between the limits x, and x, ' [x, < X < x,].

Prob (x, < X < x;) = [7 p(x)dx

where p(x) is the probability density of X = x and
ffooop(x)dx = /.

* The probability of getting exactly a specific value is zero
because there are an infinite number of possible values to
choose from.

pi = plx) ~ 0
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Expected Value and Variance for Continuous pdf’s
* For a continuous pdf, f(x),
E(x) = u=x= I_o;f(x’)x'dx’
var(x) = o’(x) = j_o; f(x)x = ) dx

* For a real-valued function g(x),
ELg(x)] = gx) = [ #(x)g(x)dx
varlg(x)] = c’[g(x)] = J:O:O f(x)Lq(x)—g(x)"dx

« Keep in mind that x and g(x) are the true means.
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Discrete vs. Continuous pdf’'s

* For a discrete pdf of random variable x,
N N

E,(x) =Y px, and var(x)=> p,(x,—u).
i=/ i=/

 Take the limit N—0, then

N N
A{I_)ﬂgo d(X) A{’_)”go ;P:Xf A{I_)ngo ;X/ AXv XI

/

N —o0

N (0.0]
= lim ) x, fAx, = I_mﬁ(x’)x’dx’ = L(x)
=/

N—c0

N N
limvar,(x) = lim > p,(x,— )’ = lim ) (x, —u)ziAx,.
N —co Py N —c0 Py AX

/

N oo
= fim 20— P $x, = [ 1600 - d = var(
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Probability Density Function

* Let f(x) be a probability density function (pdf)
* f(x)dx = the probability that the random variable X is in
the interval (x, x+dx)

f(x)dx = P(x=<X=<x+dx) .

A f(x
) flx)dx = probability that the r.v. x

15 1n dx aboul x
/_\ i
—| -
dx

X

* Since f(x)dx is unitless, f(x) has a unit of inverse random
variable.
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Probability Density Function (cont)

* The probability of finding the random variable somewhere
in the finite interval [a, b] is then

Pla<x=<b) = [ #(x)dx
which is the area under the curve f(x) from x=a and x=b.

* Since f(x) is a probability density, it must be positive for
all values of the random variable x, or

f(X)ZO, —00 < xy < ©O

* Furthermore, the probability of finding the random variable
somewhere on the real axis must be unity.

J._O:O f(x)dx =/
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Cumulative Distribution Function

* The cumulative distribution function (cdf) F(x) gives the
probability that the random variable is less than or equal

to x
cdf = F(x) = P(x <x) = [_f(x)dx

* Since F(x) is the indefinite integral of f(x),

f(x) = F(x).

— definite integral of f(x) in [a, b]

i dF(z
/a f(z)dz = F(b) — F(a) V5. dEc ) = f(z) & F(z)= /f(a:)da: +C
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Cumulative Distribution Function (cont)

* Since f(x) = 0 and the integral of f(x) is unity, F(x) obeys

the following conditions:

— F(x) is monotonously increasing.

- F(-0) = 0

- F(+o0) =/

1

4 T
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> >

monotonically increasing (left) and decreasing (right)

Not monotonic

v' A strictly monotonic function F(x):
with f(x) = 0.
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