
Precision Metrology 3 

Error propagation for random error (cont’d) 

Worst case, most extreme case, or most conservative 

case of error propagation: 

Random error, 

RA 

=RX∙|∂F/∂X| +RY∙|∂F/∂Y|+2ρxy√RX√RY |∂F/∂X∙∂F/∂Y|  

RX, RY are the random error of X,Y. 

 

Example: 

Rectangle: X=(1+0.01±0.005)m, Y=(1+0.01±0.005)m 

A=F(X,Y)=XY 

What about for Area ΔA? RA?  

Assume X,Y are independent, or 10% correlated. 

Systematic part upto 2nd order: 

∂F/∂X=Y, ∂F/∂Y=X, ∂2F/∂X2=0, ∂2F/∂Y2=0, ∂2F/∂X∂Y =1 



For Systematic Part, ΔA 

=ΔX∙∂F/∂X+ ΔY∙∂F/∂Y+  

+ΔX2∙∂2F/∂X2+ΔY2∙∂2F/∂Y2+2ΔXΔY∙∂2F/∂X∂Y 

=(0.01)(1)+(0.01)(1)+2(0.01)(0.01)(1) 

=0.0202 

 

For Random part, RA 

σ2
F  

= σ2
x (∂F/∂X)2+ σ2

y(∂F/∂Y)2+2ρxyσxσy(∂F/∂X)(∂F/∂Y) 

=(0.005/3)2(1)+(0.005/3)2(1)+2(0.1)(0.005/3)(0.005/3)(1) 

=(2.2) (0.005/3)2 (if 10% correlated), and 

=(2) (0.005/3)2 (if independent) 

Thus, RA=3σF 

=(0.005)√2.2 (if 10% correlated), and 

=(0.005)√2 (if independent) 

 



 

Therefore, AT, area after error propagation, is 

AT=1+0.0202±(0.005)√2.2 (if 10% correlated), and 

AT=1+0.0202±(0.005)√2 (if independent) 

 

Worst case random error propagation is 

RA=RX∙|∂F/∂X| +RY∙|∂F/∂Y|+2ρxy√RX√RY∙|∂F/∂X∙∂F/∂Y|  

=(0.005)(1)+(0.005)(1)+2(0.1)(1)(1)(0.005) 

=(0.005)(2.2) (if 10% correlated), and 

=(0.005)(2) (if independent) 

 

HW4) A function of planar machine’s error is, 

F(X,Y,T) 

=10-4X2+10-5Xsin(2πX/5)+(0.5)10-4XY+(0.24)10-4TX2 

(unit: m for displacement, K for temperature)   

    



Point (X,Y,T) of Interest = nominal position=(1m,1m,1K) 

Systematic error (ΔX, ΔY, ΔT)=(0.1m, 0.1m, 0.1K) 

Random error (RX, RY, RT)=(0.02m, 0.02m, 0.05K), or 

That is,  

X=(1+0.1±0.02)m, Y=(1+0.1±0.02)m, T=(1+0.1±0.05)K 

 

What about the machine error at the nominal position? 

1) Derive the systematic error at nominal position. 

2) Evaluate the systematic error at nominal position. 

3) Derive the random error at nominal position. 

4) Evaluate the random error at nominal position. 

5) Describe the total error at the nominal position 

(assuming X,Y,T are independent) 

 

 

 



Some useful statistical tests for metrology 

“Small Sampling Theory” for small samples under n<30 

1. Population Mean 

: to be estimated from Sample mean and Sample std 

 

For n Measurement Data: X1,X2,X3…Xn 

Sample Mean, X=ΣXi/n  

Sample standard deviation, sn-1=√Σ(Xi-X)2/n-1 

Population Mean, μ, can be estimated with 

probability, that is,  

Probability of μ to lie in the interval, 

Prob [ X-t∙s/√n-1≤ μ ≤ X+t∙s/√n-1 ] = 1-α 

where α is the significance level; 

t is t1- α/2, n-1  ,  

from the table of Student-t-distribution  

(after W. G.Gosset’s pseudonym ‘student’) 



 

Ex) Estimate the Population Mean, μ, for sample 

measurement: n=10, X=14.7, sn-1=0.1 

Probability 99%-> α=0.01,  

t1- α/2,n-1 = t 0.995,9 = 3.25  

(from the Student’s-t-distribution table) 

Therefore Population mean lie in the interval, 

X-3.25∙sn-1/√9 ≤ μ ≤ X+3.25∙sn-1/√9 

3.25∙sn-1/√9=3.25(0.1)/3=0.108 

14.7-0.108 ≤ μ ≤ 14.7+0.108 

∴ 14.592 ≤ μ ≤ 14.808 

 

 

 

 

 



 

2. Population Std 

:To be estimated from the Sample Std, s 

Population Std, σ, can be estimated with the Probability. 

 

σ lies in the interval at the probability of  

Prob [ s√n-1/χ1-α/2, n-1 ≤ σ ≤ s√n-1/χα/2, n-1 ] = 1-α 

where χ is from the Chi-square distribution table.  

Ex) Estimate Population Std from the Sample Std 

10 samples: n=10, X=14.7, sn-1=0.1, probability=99% 

When α =0.01, from the Chi-square distribution table, 

χ1-α/2, n-1 = χ0.995, 9 =√23.6=4.858 

χα/2, n-1  = χ0.005, 9 =√1.73=1.315 

s√n-1/χ1-α/2, n-1 =0.1√9/4.858=0.0617 

s√n-1/χα/2, n-1 = 0.1√9/1.315=0.2281 

∴ 0.0617 ≤ σ ≤ 0.2281 



 

3. Goodness of Fit 

With (1-α) Probability 

 

          Oi (Observed)    Curve Fit 

             Ei (Expected) 

        

χ2
α/2, n-1  VS  Σ(Oi-Ei)2/Ei 

 

χ2  from Table, α/2 and (n-1) dof 

Oi is observed (measured), and  

Ei is expectation (fitted) 

If  Σ(Oi-Ei)2/Ei ≤ χ2 ; Accepted  

If  Σ(Oi-Ei)2/Ei ≥ χ2
 ; Rejected 

 

 



 

4. Test for Variance 

:To test whether “Similar data” or “considerably 

Different data”, using the F disdribution (named 

after R.A.Fisher) based on the variance. 

Two samples: Similar? Or Different considerably? 

n1, X1, s1  from populations having variance, σ2
1 

n2, X2, s2   from populations having variance, σ2
2 

 

At (1-α) probability 

Fn1-1, n2-1 ,1-α ≡ {n1s1
2/(n1-1)σ2

1}/{ n2s2
2/(n2-1)σ2

2}  

={ n1s1
2/(n1-1)}/{ n2s2

2/(n2-1)} 

(∵ σ2
1= σ2

2= σ2 from the same population) 

≒ s1
2/s2

2 

(∵ n1/(n1-1) ≒ n2/(n2-1), if n1, n2 are sufficiently large, or 

n1=n2) 

where the numerator is larger than the denumerator 



 

If  s1
2/s2

2>F  then 

Differ considerably (not from the same population) 

If  s1
2/s2

2 ≤ F then  

Similar data (from the same population) 

 

Ex) Two samples; 

Sample1: 14.9;14.6;14.8;14.6;14.9 

Sample2: 14.5;14.5;14.3;14.7;14.6 

n1=5, X1=14.76, s1=√Σ(Xi-X1)2/n1-1=0.1346 

n2=5, X2=14.58, s2=√Σ(Xi-X2)2/n2-1=0.0836 

Probability=1-α=99% ∴α=0.001 

(1) Population Mean 

Prob [ X-t∙s/√n-1≤ μ ≤ X+t∙s/√n-1 ] = 1-α 

t1-α/2, n1-1 = t 0.995,4 = 4.60= t1-α/2, n2-1 

ts1/√n-1=4.60(0.1346)/√4=0.3096;  



14.76-0.3096 ≤ μ1 ≤ 14.76+0.3096 

∴14.450 ≤ μ1 ≤ 15.070 

ts2/√n=4.60(0.0836)/√4=0.1923; 

14.58-0.1923 ≤ μ2 ≤ 14.58+0.1923 

∴14.388 ≤ μ2 ≤ 14.772 

 

(2) Population Std 

Prob [ s√n-1/χ1-α/2, n-1 ≤ σ ≤ s√n-1/χα/2, n-1 ] = 1-α 

χ 2
1-α/2, n1-1 = χ2

0.995,4 =14.9 = χ 2
1-α/2, n2-1 

χ 2
α/2, n1-1 = χ2

0.005,4 =0.207 = χ 2
α/2, n2-1 

∴ χ1-α/2, n-1=√14.9=3.860, χα/2, n-1=√0.207=0.455 

 

s1√(n1-1)/ χ1-α/2, n-1=(0.1346)(2)/3.860=0.0697 

s1√(n1-1) / χα/2, n-1=(0.1346)(2)/0.455=0.5916 

∴ 0.0697≤ σ1 ≤ 0.5916 

s2√(n2-1) / χ1-α/2, n-1=(0.0836)(2)/3.860=0.0433 



s2√(n2-1) / χα/2, n-1=(0.0836)(2)/0.455=0.3674 

∴ 0.0433≤ σ2 ≤ 0.3674 

 

(3) F test for Similarity 

Fn1-1, n2-1 ,1-α ≒ s1
2/s2

2 

Fn1-1,n2-1,1-α=F4,4,0.99=16.0 

s1
2/s2

2=(0.1346/0.0836)2=2.592 ≤ F4,4,0.99 

 

∴ Two samples are the Similar data  

(from the same population) 

 

 

 

 

 

 



 

 

HW5) Prepare two sets of sample measurement for your 

dedicated application, such as length measurement 

using scales. The sample sizes are  minimum 20 at two 

different time schedules. Estimate and discuss for the 

followings at 99% probability. 

 

1) Population Mean  

2) Population Std  

3) Similarity Test 

 

 

 



 

Source: M.R.Spiegel, etal., Probability and Statistics, Schaum’s 

outlines, p488, McGraw Hill 

 



 

Source: M.R.Spiegel, etal., Probability and Statistics, Schaum’s 

outlines, p489, McGraw Hill 

 

 



 

Source: M.R.Spiegel, etal., Probability and Statistics, Schaum’s 

outlines, p490, McGraw Hill 

 

 



 

Source: M.R.Spiegel, etal., Probability and Statistics, Schaum’s 

outlines, p491, McGraw Hill 

 


