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Specific Comments/Critique 

What are the contributions of the paper?
 This paper models all the pairwise co-occurrence relations with a multiple-type graph and proposes a new algorithm, M-LSA, which conducts latent semantic analysis by incorporating all pairwise co-occurrences among multiple types of objects. 

 The authors claim that the proposed algorithm, M-LSA, identifies the most salient concepts among all the co-occurrence data and represents each object in a unified semantic space.
The performance of the proposed algorithm was evaluated through the experiment on different data sets and for different tasks, including collaborative filtering, text clustering, and text categorization.

  What are the additional ways in which the paper could be improved?
I think it is a good point that the author span the LSA to M-LSA for  latent semantic analysis of co-occurrence between multiple types of objects by utilized mutual reinforcement principle. 
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Figure 5: Results on text clustering. We compare the result on
different dimensions
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Figure 6: Results on text categ
Wil ai diffecent dinncidony

rization. We compare the re-




But, as seeing the experimental result, I have some question. What will happen in the region of higher number of neighbors in Fig3, or higher dimensionality of Fig 6. It there any possibility for the line of M-LSA and line of LSA to cross..? When I see the trend line, I think the cross of two line is possible. If then, the claim of the author is not valid or valid in the limited region.

Other comments to this paper are itemized in the following:

1) How did the co-occurrence matrix in Figure 1 be made ? is it a matrix among many possible matrix ?
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2) Some concepts and terminology are used without any clear definitions or references. For example, what is exact meaning of edge? Does it have any meaning of direction..?



