	Manuscript Title: 

	Learning to Rank using Gradient Descent

	Student Number: 

	 2007-30798

	Name: 

	 Jeong Hwan, Jeon

	Date: 

	 Nov. 5, 2007

	E-Mail: 

	 hwan63@snu.ac.kr


	

	Manuscript Review Form
Summary of Evaluation 

O Excellent X Good O Fair O Poor 

Recomendation to editors 

O Accepted 

X Accepted with Minor Revisions 

O Accepted with Major Revisions 

O Rejected 

Reviewer Comments 

  

Referee Report for Author 

Organization 

(Poor) 

1 O 

2 X
3 O 

4 O 

5 O 

(Excellent) 

Clarity 

(Low) 

1 O 

2 O 

3 X 

4 O
5 O 

(High) 

Length 

(Too Long) 

1 O 

2 O 

3 X 

4 O 

5 O 

(Too Short) 

References 

(Incomplete) 

1 O 

2 O 

3 X 

4 O 

5 O 

(Adequate) 

Correctness 

(Incorrect) 

1 O 

2 O
3 X 

4 O 

5 O 

(Correct) 

Significance 

(Low) 

1 O 

2 O
3 O 

4 X 

5 O 

(High) 

Originality 

(Low) 

1 O 

2 O 

3 O 

4 X 

5 O 

(High) 

Attachments 

(Unnecessary) 

1 O 

2 O 

3 X 

4 O 

5 O 

(Helpful) 

If Survey Coverage 

(Shallow) 

1 O 

2 O 

3 X 

4 O 

5 O 

(Broad) 

Contribution 

(No New Results) 

1 O 

2 O 

3 O 

4 X 

5 O 

(Significant) 

Specific Comments/Critique 

What are the contributions of the paper?
 This paper proposes a simple probabilistic cost function for training systems to learn ranking functions using pairs of training examples.

 The authors claim that comparing the linear RankNet with other linear systems clearly demonstrates the benefit of using their pair-based cost function together with gradient descent; the two layer net gives further improvement.
The performance of the proposed algorithm was evaluated through the experiment on toy data and on data from a commercial internet search engine.

  What are the additional ways in which the paper could be improved?

The key idea of ranking is using gradient descent. But, in the review of experiment results, there is insufficient explain (no explain) about gradient descent. There is just comment about the best result. So it may be feeled somewhat disconnection between ch4. Ranknet and ch5. experiment.
As the authors used neural net in Ranknet, it would be more helpful to compare the performance of various neural net compositions, namely, various hidden layers and various weights. These may affect the results.
The authors said that kernel methods must be used with care. More detailed explaintion about careful usage is needed.
Other comments to this paper are itemized in the following:
1) In this paper, one paragraph is too long and it has several themas. So, It would be better to divide appropriatly a paragraph into some paragraphs.
2) Some concepts and terminology are used without any clear definitions or references. For example, what is "Bayes point"? What is "label"? What is "Wilcoxon rank test"?
3) What is "the cross entropy cost function"? How does it formulated?



