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Specific Comments/Critique 

What are the contributions of the paper?
 This paper proposes an information-theoretic definition of similarity, which is applicable as long as the domain has a probabilistic model.

 The authors claim that their definition of similarity can be applied to many different domains where very different similarity measures had previously been proposed and allows the measure to be used in domains where no similarity measure has previously been proposed, such as the similarity between ordinal values.
The performance of the proposed algorithm was evaluated through the case study and evaluation of similarity measurement in different domains, such as ordinal values, word similarity, semantic similarity.

  What are the additional ways in which the paper could be improved?

The authors derived the definition of similarity from 6 assumptions. But, the authors only considered just target objects except boundary conditions. I think the similarity should be changed by the boundary conditions. 
For example, likely in this paper, let A is an orange and B is an apple. By the definition of similarity it can be calculated. Then, the value of similarity measurement is fixed value.
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But, reviewing the survey paper, Data Clustering:A Review, [A.K. Jain, M.N. Murty, P.J. Flynn, 1999], similarity of A(orange) and B(apple) is different by the change of boundary, as we can see in below figures. So, I propose to insert in a set of assumption the concept of boundary conditions.
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Figure 4. A and B are more similar than A Figure 5. After a change in context, B and C

and C. are more similar than B and A.




Other comments to this paper are itemized in the following:

1) For better support of universality of similarity definition, it would be better to add the evaluation of the similarity in domain of real commercial world.



