4541.633A SoC Design Automation
                                         2007. 6. 14

Homework Assignment 3

(Sample problems from previous year's final)

Due Date: June. 4, 2008


Compare DSPs (Digital Signal Processors) with GPPs (General Purpose Processors) by explaining DSPs' general architectural features that are different from GPPs. Explain at least three architectural features. [10 points] 
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Consider applying Y. Shin's approach to SW synthesis. In the CDFG shown below, assume that thread T4 is implemented in HW and other threads are implemented as SW processes. To reduce the context switching overhead, we perform clustering of threads. Explain why we cannot merge T1 and T3. [10 points]
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Suppose we are given two communicating processes modeled as Petri nets and initial marking (shown below) and we are going to synthesize software consisting of one process.
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Perform parallel composition to apply B. Lin's approach. If you cannot apply the approach, explain why. [10 points]
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(1) Modify and merge the two Petri net models to apply J. Cortadella's approach. Just show the merged Petri net. [10 points]
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The trace-driven approach of SPADE estimates software performance dynamically through simulation, while the Cinderella’s approach performs the estimation statically. Compare the two approaches from the viewpoint of accuracy, run-time, applicability to HW and interface as well as SW, applicability to real-time systems design, etc. [10 points]
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We cannot apply it since we have multiple locations of write to the same communication channel.
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DSPs have


- Multiple execution units that run in parallel


- Bit-widths specialized to DSP computations (16, 24, 32, 40, ...)


- Saturation logic


- Hardware support for zero-overhead looping (repeat an instruction or a block of instructions with hardware-supported decrement, test, and branch)


- Hardware support for accelerating computation of common DSP operations


- MAC (multiply and accumulate) unit


- Functional units specialized to specific DSP functions (e.g. Viterbi unit)


- Efficient memory architecture without cache


- Parallel data memory access


- Harvard architecture





If we merge T1 and T3 to make a thread T', then T' and T2 will make a cycle and cause deadlock (note that preemption is not allowed in a thread).























SPADE: 


- relatively accurate for typical inputs�- run-time depends on the length of the inputs (test vectors)�- applicable to HW, interface, and SW�- not sufficient for real-time systems design which needs WCET info. �Cinderella: 


- accurate for worst-case and best-case execution time measurement�- since ILP must be solved, it could take long time.�- applicable to SW but may be extended to be applied to HW�- good for real-time systems design�The estimation of SPADE is mainly for obtaining the performance number for design space exploration whereas the estimation of Cinderella is mainly for obtaining worst-case execution time for real-time systems design.
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