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 Introduction
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* Lecture note 13, p 15

• Intuition: Down-sample by selecting the most important nodes

• # of nodes: decrease, dimension of graphs: consistent
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* Remind of Graph Convolution

ℎ(𝑙+1) = 𝜎(෩𝐷−
1

2 ሚ𝐴෩𝐷−
1

2ℎ 𝑙+1 Θ), Θ ∈ ℝ𝐹×𝐹′

 Proposed Method

1) Self-Attention Score: Utilizing the graph convolution 

• 𝑍 = 𝜎 ෩𝐷−
1

2 ሚ𝐴෩𝐷−
1

2𝑋Θ𝑎𝑡𝑡 , X ∈ ℝ𝑁×𝐹 , Θatt ∈ ℝ𝐹×1

• 𝑖𝑑𝑥 = 𝑡𝑜𝑝 − 𝑟𝑎𝑛𝑘 𝑍, 𝑘𝑁 , 𝑍𝑚𝑎𝑠𝑘 = 𝑍𝑖𝑑𝑥
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 Proposed Method

2) Graph Pooling

• 𝑋′ = 𝑋𝑖𝑑𝑥 , 𝑋𝑜𝑢𝑡 = 𝑋′⊙𝑍𝑚𝑎𝑠𝑘, 𝐴𝑜𝑢𝑡= 𝐴𝑖𝑑𝑥,𝑖𝑑𝑥
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 Proposed method

• Global Pooling as, 𝑃𝑜𝑜𝑙𝑔

• Hierarchical Pooling as, 𝑃𝑜𝑜𝑙ℎ

• Readout Layer: Aggregates node features
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 Results

• 1) SOTA of Both on 𝑃𝑜𝑜𝑙𝑔 and 𝑃𝑜𝑜𝑙ℎ architecture 

• 2) 𝑃𝑜𝑜𝑙𝑔 for smaller graph, 𝑃𝑜𝑜𝑙ℎ for a large number of nodes
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 Results

• 3) Same as 𝑂 𝑉 + 𝐸 of gPool, but 𝑂( 𝑉 2) of DiffPool

• 4) Consistent number of parameters regardless of the input
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Conclusions and Remarks

 Conclusion: 

1) Applying the concept of self-attention into a graph pooling

2) Showed a reasonable complexity, and end-to-end representation learning

3) Possible to expand with many variants(e.g. with SAGE, GAT)

 Future works: 

Learnable pooling ratio, optimal cluster size, effects of multiple attention mask
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Thank you for Listening
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