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Objective of Research

* How to deal with structured sequence data?
» Spatio-temporal sequences

" 5C\t+1' ""5C\t+K = argmaxxt+1,...,xt+KP(xt+1' "')xt+K|xt—]+1' ""xt)
= Consider data x; as a graph signal : features are linked by pairwise
relationship
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Propo

» Graph Convolutional Recurrent Network (GCRN)

sed Models : GCRN

= Main idea
» Use Graph CNN and RNN

= Graph CNN : Identify spatial structures

* RNN : Find dynamic patterns

* Model 1 : Stack a graph CNN on an LSTM

Graph CNN a:

LSTM

CNN — CNNg ()

f g, = O'(Wxi.’EENN + th‘ht_1 + Wei © C—1 + bz),
J= O’(fongN + thht—l + Wer © ¢g—1 + bf),

0= U(onxSNN e Whoht—l = Weo @ Ct + bo))
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\ht = 0 ® tanh(cy).

ct=ft ©Oci_1+1: O tanh(Wmc:ctCNN + Whehi—1 + bc),

\J

It Spatio-temporal data on graphs

Graph filtering operation
K-1

1<— Y=gy g T = gg(L):L‘ — Z Qka(fj)ﬁC,

k=0
6 : Chebyshev coefficients
Ti(L) : Chebyshev polynomial of order k
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Proposed Models : GCRN

* Model 2 : Generalize the convLSTM model to graphs

=6 Wi *g Tt H Whi *g hi—1 + Wei @ ci—1 + by),
f = O'(fo *g Tt + th xG hi—1 + We f ®ci—1 + bf),
ct = ft © cs—1 +4¢ © tanh(Wie xg ¢ + Whe xg hi—1 + be),
0= 0(Wgo *g Tt + Who *g ht—1 + Weo © ¢t + by),
h; = 0 ® tanh(c;).

Wiixe Classic LSTM : matrix multiplication by dense matrix W

l

Wyi *x¢  convLSTM : Replace multiplication by 2D convolution(x) by a set of kernels (Shi et al.(2015))

|

— Wy *¢ x; GCRN : Replace 2D convolution by the graph convolution(x)
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