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Quick Explanation on UDA & Prev. Work

Labeled source data 𝐷𝑆 → Unlabeled target data 𝐷𝑇

Covariate shift!

One way to solve it is to do these things (MSTN, ICML’18):
1. Make features domain invariant (discriminator)
2. Align cluster centroids (for each class, btw source & target)

However, it has a problem:
the structure among features (instances) are ignored → noisy decision boundary

So, the authors adopted GCN to put instance relation into the scene 



GCAN Architecture & Loss Functions

1. ℒ𝐶 = 𝔼 𝑥,𝑦 ~𝐷𝑆[𝑐𝑟𝑜𝑠𝑠_𝑒𝑛𝑡𝑟𝑜𝑝𝑦 𝐹(𝐺 𝑥 ), 𝑦 ]

2. ℒ𝐷𝐴 = 𝔼𝑥∈𝐷𝑆[log(1 − 𝐷(𝐺 𝑥 )] + 𝔼𝑥∈𝐷𝑇[log(𝐷(𝐺 𝑥 )]

3. ℒ𝐶𝐴 = σ𝑘=1
𝐾 𝜙(𝐶𝑆

𝑘 , 𝐶𝑇
𝑘)

4. ℒ𝑆𝐴 = max( 𝑋𝐶𝑎 − 𝑋𝐶𝑝
2
− 𝑋𝐶𝑎 − 𝑋𝐶𝑛

2
+𝑚, 0)

Linear combination to get the total loss
ℒ𝑡𝑜𝑡𝑎𝑙 = ℒ𝐶 + 𝜆ℒ𝐷𝐴 + 𝛾ℒ𝐶𝐴 + 𝜂ℒ𝑆𝐴



Experimental Results
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