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Why | picked this paper

CNN / FCN GCN

input image mesh estimation input image mesh estimation

Needs Laplacian smoothing term! No need for Laplacian smoothing term!

Deeper Insights into Graph Convolutional Networks for

Semi-Supervised Learning (2018 AAAI) :



This paper explains...

* Why GCN works
« When GCN fails
« How to solve the failure cases



Why GCN works

* The propagation rule of each layer
* FCN layer: HUD = g(HWeWV)

+ GCN layer: H@D = (5245 2H®e®)
* Laplacian smoothing[1] on on each channel of the input
features:

Y =(I-yD L)X

~_1 7 set y=1
Y =D *AX
1 1 Replace the normalized Laplacian with
Y =D 2AD 2X the symmetrically normalized Laplacian




Why GCN works

* The graph convolution is a special form of Laplacian
smoothing

« The smoothing makes the classification task easier by making
nodes in the same cluster have similar features

Table 1: GCNs vs. Fully-connected networks

One-layer Two-layer One-layer Two-layer
FCN FCN GCN GCN

0.530860 0.559260 0.707940 0.798361




When GCN fails

* Too many layers  Too few labels

« mathematically proved how * a shallow GCN cannot sufficiently
over-smoothing harms learning propagate the label information to
the entire graph

Theorem 1. If a graph has no bipartite components, then _ 080
foranyw € R", and o € (0, 1], g 075
S 0.70 1

lim (I _ aLm)mW — [1(1) 1(2) L 1(]‘3)]91 2065 —— Label propagation

m——+oo ? ? ? ? 2 0.60 x GCN with validation
= —8— GCN without validation

. m 1 0.55 -

llm (I _ O{LS m) W = D 2 [1(1), 1(2), ceey 1(k)]92, —#— QOur method
m—r—+0co v 0.50 i i . : .

0.01 0.02 0.03 0.04 0.05
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where 0, € ]Rk,ﬂg e R~ ie., they converge to a linear

combination of {19}Y*_, and {D~ 210 }E_| respectively. Figure 1: Performance comparison of GCNs, label propaga-
tion, and our method for semi-supervised classification on
the Cora citation network.
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When GCN fails

* Too many layers  Too few labels
« mathematically proved how * a shallow GCN cannot sufficiently
over-smoothing harms learning propagate the label information to

the entire graph

=> get lower bound of # of labels by solving:
(d)'*n=n

, where d is the average degree of the graph, 7 is the number of layers,  is the lower bound, and n is the number of nodes in the graph



Solutions: expand the training set!

e Co-Train a GCN with a Random Walk Model

Algorithm 1 Expand the Label Set via ParWalks

: P:=(L+aA)™!
2: for each class k£ do

3: p = Z _P;, j
JESK
Find the top ¢ vertices in p
Add them to the training set with label &

end for

* GCN Self-Training

Algorithm 2 Expand the Label Set via Self-Training

1: Z:= GCN(X) € R™*¥, the output of GCN
2: for each class k£ do

3:  Find the top ¢ vertices in Z; j

4:  Add them to the training set with label £

5: end for
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Experiments

Table 6: Accuracy under 20 Labels per Class

Method CiteSeer Cora Pubmed
Table 3: Classification Accuracy On Cora ManiReg 60.1 595 70.7
Cora SemiEmb 59.6 59.0 71.7
LP 45.3 68.0 63.0
LabelRate 05% 1% 2% 3% 4% 5% DeepWalk 43 679 653
LP 564 623 654 675 690 70.2 ICA 69.1 75.1 73.9
Cheby 380 520 624 708 741 77.6 Planetoid 64.7 75.7 77 9
GCN-V 426 569 678 749 716 793 e
GONN  S0o a3 723 s w4 oy GONV. el 800 782

Co-training 56.6 664 73.5 759 789 808 - p—

Self-training 537 66.1 738 712 794 80.0 Co-training 640 796 771
Union 585 69.9 759 78.5 804 817 Self-training  67.8 80.2 76.9
Intersection 49.7 650 729 77.1 794 80.2 Union 65.7 80.5 78.3

Intersection 69.9 79.8 77.0
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Thank you
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