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The Idea of Capsules

Transforming Auto-encoders, Hinton et al., 2011

Dynamic Routing between Capsules, Sabour et al., 2017

Capsule Graph Neural Network, Zhang et al., 2019
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CapsNet: Components
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 scalar in scalar out
• intensity of filter match

 max pool on ℎ𝑗 loses information

 vector in vector out
• length: the probability of existence
• orientation: the entity’s current state

 no max pool; preserves information
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Dynamic Routing:
determines 𝑐𝑖 during forward pass



CapsNet: Architecture

6Dynamic Routing between Capsules, Sabour et al, 2017

9x9 conv, 256
activated by ReLU

9x9 conv, 4 x 8
activated by squash

viewed as outputs 
from 4 capsules
with dimension 8

dynamic routing
# capsules: 4 → 10
dimension: 8 → 16

output vector length
is probability!



CapsGNN: Motivation

Simple aggregations in GCNs treat the learned node embeddings as 
merely an array of scalar features, rather than a meaningful vector in 
the feature space.
 Element-wise max-pooling on the node features [Zhang et al., 2018]

 Taking the element-wise covariance across nodes [Verma & Zhang, 2018]

Graph embeddings must also capture the position of and structure 
around each node. Scalar neuron outputs lack representation power.
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CapsGNN: Architecture

9Capsule Graph Neural Network, Zhang et al, 2019

1D conv
activated by squash

𝐿 capsules
learned attention

across nodes

dynamic routing

output vector length
is probability!

𝐿-layer
Simplified
ChebNet



CapsGNN: Evaluation
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biological datasets social datasets

approaches or surpasses SOTA on 6 of 10 datasets


