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Graph Interpretation of Convolutional Neural Networks
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▪ We can interpret an operation of convolution filters as “aggregating features of spatial-
wise adjacent features/pixels”

▪ Most of Convolutional neural networks mainly focus on spatial-wise feature 
aggregation.
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Channel-wise Aggregation?
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C3B: Channel-Attention Block
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C3B: Channel-Attention Block
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Experimental Results
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Official Implementation of C3B

https://github.com/jwyang/C3Net.pytorch/blob/master/lib/layers/cross_neuron.py

https://github.com/jwyang/C3Net.pytorch/blob/master/lib/layers/cross_neuron.py

