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Multi-Label Image classification

 Identifies all objects in Image

 Employing object localization

 Resort to visual attention networks.

 Most of existing algorithms do not consider the dependencies between categories or regions.

 Modeling the dependency between semantics of categories with GNN.
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Category feature extraction

 Extract feature map of images

 Extract semantic embedding vector for each categories

 Semantic guided attention mechanism
 Guide to focusing more on the semantic-aware regions.

 Attention weights for each position

 Final feature map of images for each class
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Graph construction 
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 Construct the graph 𝒢 = {𝑉, 𝐴} based on the statistical label co-occurrence.
 Node set 𝑉 = {𝑣0, 𝑣1, … 𝑣𝑐−1} represents each category.

 Edge set 𝐴 = 𝑎00, 𝑎01, … 𝑎 𝑐−1 𝑐−1 , where 𝑎𝑐𝑐′ means the probability of the existence of object belonging to 
category c’ in the presence of object belonging to category c.

 Each hidden features of nodes are initialized with the feature vectors.
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Graph propagation 
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 Propogate as aggregating message from its neighbor nodes.
 Nodes interact with each other under the guidance of the statistical label co-occurrence.

 Updates the hidden states of nodes via a gated mechanism.
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Multi-label classification
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 Predict presence of category based on the final hidden states and initial hidden states
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Semantic-Specific Graph Representation Learning(SSGRL)
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