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Human Action Recognition

• Input = A (human) video segment containing activities 

• Problems : Action classification, Action detection/localization, Action prediction/forecast

• Dataset : UCF101, HMDB, Kinetics, …

• Multiple modalities : Appearance, Depth, Optical flows, and Body skeletons



Contributions

• Proposed ST-GCN, a generic graph-based formulation for modeling dynamic skeletons, 
which is the first that applies graph-based neural networks for this task.

• Proposed several principles in designing convolution kernels in ST-GCN to meet the 
specific demands in skeleton modeling.

• On two large scale datasets for skeleton-based action recognition, the proposed model 
achieves superior performance as compared to previous methods.



ST-GCN (Spatial-Temporal Graph Convolutional Networks)

• Skeleton Graph Construction

• Spatial Graph Convolutional Neural Network • Partition Strategies

• Pipeline

spatial temporal graph of a skeleton sequence

Uni-labeling partitioning

Distance partitioning

Spatial configuration partitioning

CNN

Graph Convolution

Spatial Graph Convolution

Spatial Temporal Modeling



Experiments

• Skeleton based action recognition performance on NTU-RGB+D datasets

• Mean class accuracies on the “Kinetics Motion” subset of the Kinetics dataset.

• Exploration using ST-GCN to capture motion information in two-stream style action recognition




