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Data structure in real practice? 
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⇒ Often beyond pairwise connections!





- : a vertex set

- : a hyperedge set

- : diagonal matrix of edge weights
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 Hypergraph is a generalization of a graph in which 

an edge can connect any number of vertices.
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incidence matrix , ν × ε



HyperGraph Neural Networks
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hypergraph Laplacian : Δ

hyperedge convolution

spectral convolution using the truncated ChebyShev expansion 

⇒

(                   )
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• hyperedge convolutional layer

HyperGraph Neural Networks

𝑁 × 𝐶1 𝑁 × 𝐶2 𝐸 × 𝐶2 𝑁 × 𝐶2
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Experiments

 Citation network classification

- Hypergraph generation

…
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- Results
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 Visual object classification

- Results• 𝐴, Affinity Matrix  (for GCN)

• 𝐻, Incidence Matrix (for HGNN)

7

( 𝐷 : Euclidean distance,  ∆ : Average Euclidean distance )

Experiments



Conclusion

 HGNN is a more general framework which is able to handle the complex 
and high-order correlations through the hypergraph structure for 
representation learning compared with traditional graph.

 HGNN generalizes the convolution operation to the hypergraph learning 
process.
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