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Position-aware Graph Neural Networks

§ Current GNN-based node embedding methods only focus on local neighborhood structure
(e.g. ! - "#$ neighbor)

from [GraphSAGE 2017]

§ Without node features, GNN cannot distinguish between two nodes at different location, 
but having the same local structure 
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Position-aware Graph Neural Networks
Why node position information is important?

§ How can we decide node position?
→ compare distance from common reference 

§ "#$ : shortest path distance between two nodes 
"#$ %&, %( = &, "#$ %*, %( = *
→ now %& and %* are distinguishable

§ call these reference as anchor-set
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Method Overview

! ∶ message computation function 
between two nodes

#$$% ∶ message aggregation function 
within each anchor-set

#$$& ∶ message aggregation function 
across all anchor-sets

' ∶ vector which projects %() to 
low-dimension vector

*() ∶ node feature
& ∶ set of anchor-sets
%() ∶ set(matrix) of aggregated messages to ()

from each anchor-set in &
+() ∶ computed distance vector
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Method Overview : Anchor-set Selection

§ randomly select ! anchor-sets for each forward pass(i.e. each layer in network)
(sampling guided by Bourgain Theorem)
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Method Overview : Message Computation 

§ compute messages between query node and each node in each anchor-set
(considering both position similarity and node features)

! "#, "%, &"# , &"% = ( "#, "% ) *+,*-.(&"#, &"%)

( "#, "% = 1
2(34 "#, "% + 1

iaa
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Method Overview : Message Aggregation

§ aggregate messages within each anchor-set
→ output a matrix, in which each row is the information from each anchor-set

"#$ %&'(#$ )*+ ,+
-./ + = 122- 3 ./, .5, (./ , (.5 , .5 ∈ ,+
-./ ∈ 78×:
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Method Overview : Message Computation

§ project output matrix to low-dimension(=number of anchor-sets) vector

§ each element of the low-dimension vector encodes the distance information for each 
anchor-sets, therefore structurally equivalent nodes are distinguishable

!"# = % &"#' ∈ )*×,
' ∈ )-×,



Position-aware Graph Neural Networks

9

Method Overview : Message Computation

§ aggregate messages across all the anchor-sets
→ computed new node feature passed to next layer

"#$ = &''( )#$
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Proposed Algorithm

anchor-set selection

message computation between nodes
message aggregation within anchor-set

project to low-dimension distance vector
message aggregation across all the anchor-sets
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