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Objective of Research

 How to deal with structured sequence data?

 Spatio-temporal sequences

 ො𝑥𝑡+1, … , ො𝑥𝑡+𝐾 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑥𝑡+1,…,𝑥𝑡+𝐾𝑃 𝑥𝑡+1, … , 𝑥𝑡+𝐾 𝑥𝑡−𝐽+1, … , 𝑥𝑡
 Consider data 𝑥𝑡 as a graph signal : features are linked by pairwise 

relationship
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Proposed Models : GCRN

 Graph Convolutional Recurrent Network (GCRN)

 Main idea

 Use Graph CNN and RNN

 Graph CNN : Identify spatial structures

 RNN : Find dynamic patterns
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 Model 1 : Stack a graph CNN on an LSTM

Graph CNN

LSTM

Graph filtering operation

𝜃 : Chebyshev coefficients

𝑇𝑘 ෨𝐿 : Chebyshev polynomial of order 𝑘
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Proposed Models : GCRN

 Model 2 : Generalize the convLSTM model to graphs
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𝑊𝑥𝑖𝑥𝑡

𝑊𝑥𝑖 ∗ 𝑥𝑡

𝑊𝑥𝑖 ∗𝒢 𝑥𝑡

Classic LSTM : matrix multiplication by dense matrix 𝑊

convLSTM : Replace multiplication by 2D convolution(∗) by a set of kernels (Shi et al.(2015))

GCRN : Replace 2D convolution by the graph convolution(∗𝒢) 


