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Why I picked this paper

CNN / FCN GCN

Needs Laplacian smoothing term! No need for Laplacian smoothing term!

input image input imagemesh estimation mesh estimation
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This paper explains…

• Why GCN works

• When GCN fails

• How to solve the failure cases
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Why GCN works

• The propagation rule of each layer
• FCN layer:   𝐻(𝑙+1) = 𝜎 𝐻(𝑙)Θ(𝑙)

• GCN layer: 𝐻(𝑙+1) = 𝜎 ෩𝐷−
1

2 ሚ𝐴෩𝐷−
1

2𝐻(𝑙)Θ(𝑙)

• Laplacian smoothing[1] on on each channel of the input
features:

𝑌 = 𝐼 − 𝛾෩𝐷−1 ෨𝐿 𝑋

𝑌 = ෩𝐷−1 ሚ𝐴𝑋

𝑌 = ෩𝐷−
1
2 ሚ𝐴෩𝐷−

1
2𝑋

[1] Taubin, G. 1995. A signal processing approach to fair surface design. In Proceedings of the 22nd annual con-
ference on Computer graphics and interactive techniques, 351–358. ACM
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set  𝛾 = 1

Replace the normalized Laplacian with
the symmetrically normalized Laplacian



Why GCN works

• The graph convolution is a special form of Laplacian 
smoothing

• The smoothing makes the classification task easier by making 
nodes in the same cluster have similar features
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When GCN fails

• Too many layers
• mathematically proved how 

over-smoothing harms learning

• Too few labels
• a shallow GCN cannot sufficiently 

propagate the label information to 
the entire graph
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get lower bound of # of labels by solving:

( መ𝑑)𝜏∗ 𝜂 ≈ 𝑛
, where መ𝑑 is the average degree of the graph, 𝜏 is the number of layers, 𝜂 is the lower bound, and 𝑛 is the number of nodes in the graph 



Solutions: expand the training set!

• Co-Train a GCN with a Random Walk Model

• GCN Self-Training 
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Experiments
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Thank you
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