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Introduction - Hypergraph
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 Generalization of a graph

 Hyperedge can join any number of nodes

 Examples

 Co-citation

 Co-authorship

 3D point cloud

 Tasks (like graphs)

 SSL

 Combinatorial optimization

 Normalized Hypergraph Cut

 Relaxation

Hypergraph convolution(HGNN)

Δ = 𝐼 − 𝐷𝑣
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Backgrounds - Hypergraph
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 Hypergraph approximation

 Hypergraph to graph

 Clique expansion

 Hyperedge to Clique

 𝑂(𝑠2) edges

 Star expansion

 Hyperedge to 

 a new vertex

 edges connecting the new vertex to each vertex in the 
hyperedge

 𝑂(𝑠) edges

Hypergraph approximation

Δ = 𝐼 − 𝐷𝑣
−
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2𝐻𝑊𝐷𝑒
−1𝐻𝑇𝐷𝑣

−
1
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𝐿 = 𝐼 − 𝐷−
1

2𝐴𝐷−
1

2

Hypergraph Laplacian implies clique expansion
Inefficient when hyperedges are large

Let’s reduce order of edges added for each hyperedge
Explicit hyperedge expansion

Select all edge = Clique

Select some edges?

Select 1 edge?

1 2

3 4

e1 e2

𝐻 =

1 0
0 1
1 0
1 1

𝐻𝐻𝑇 =

1 0
0 1
1 0
1 1

1 0 1 1
0 1 0 1

=

1 0 1 1
0 1 0 1
1 0 1 1
1 1 1 2

Hyperedge Clique ex.           Star ex.



HyperGCN

 What should we learn?

 SSL node classification: nodes in hyperedge = similar

 Smoothness regularizer: σ𝑒∈𝐸max
𝑖,𝑗∈𝑒

ℎ𝑖 − ℎ𝑗
2

 Let’s select with 𝑎𝑟𝑔max
𝑖,𝑗∈𝑒

ℎ𝑖 − ℎ𝑗
2

 Edges with large difference should be “learned” more

 1-HyperGCN (select 1 edge)

 𝐺𝑆 = 𝑉, 𝐸𝑆 , 𝐸𝑆 = 𝑎𝑟𝑔max
𝑖,𝑗∈𝑒

ℎ𝑖 − ℎ𝑗
2
: 𝑒 ∈ 𝐸 + 𝑠𝑒𝑙𝑓 𝑒𝑑𝑔𝑒𝑠

 𝑤 𝑖𝑒, 𝑗𝑒 =
1

𝑒
, 𝐴𝑆= 𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑐𝑦 𝑚𝑎𝑡𝑟𝑖𝑥

 GCN step: 𝜎(𝐴𝑆𝑋Θ)
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One is not enough
ignores nodes in 𝐾𝑒 = {𝑘 ∈ 𝑒 ∶ 𝑘 ≠ 𝑖𝑒 , 𝑘 ≠ 𝑗𝑒}
Enhance by using them as mediators

HyperGCN (Select more)

𝐺𝑆 = 𝑉, 𝐸𝑆 , 𝐸𝑆 = 𝑎𝑟𝑔max
𝑖,𝑗∈𝑒

ℎ𝑖 − ℎ𝑗
2
: 𝑒 ∈ 𝐸

+ 𝑘, 𝑙 : 𝑙 ∈ 𝑖𝑒 , 𝑗𝑒 , 𝑘 ∈ 𝐾𝑒 , 𝑒 ∈ 𝐸 + 𝑠𝑒𝑙𝑓 𝑒𝑑𝑔𝑒𝑠

𝑤 𝑖𝑒, 𝑗𝑒 =
1

2 𝑒 −3
, 𝐴𝑆= 𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑐𝑦 𝑚𝑎𝑡𝑟𝑖𝑥

GCN step: 𝜎(𝐴𝑆𝑋Θ)
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𝐺𝑆 is recomputed every epoch
To learn different structures as parameter changes

FastHyperGCN
Use initial features 𝑋 to construct fixed Laplacian 



Experiments

 Dataset: Co-citation/authorship hypergraph

 SSL: Hypernode classification task

 Clique expansion = expansion with mediators 
when |𝑒| = 2, 3

 Robust to noisiness

 Training time
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Experiments

 Combinatorial Optimization: K-subhypergraph problem

 Maxmizing “density”

 Greedy heuristic

 MaxDegree: select k nodes with largest degree

 RemoveMinDegree: remove all hyperedge including smallest degree node (repeat n-k times)
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Thank you
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