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Graph Auxiliary Encoder (GAE)

• Alignment

→ base encoder (ex. BLSTM, ...)

• Prosody

→ graph auxiliary encoder

→ incorporate syntax information



Text-to-Graph conversion
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Experiments

• Dataset: 24-hour female (Eng/Chi) native speakers

• failure rate / prosody score


