GCAN:
Graph Convolutional Adversarial Network for
Unsupervised Domain Adaptation

(X. Ma, T. Zhang, and C. Xu. In CVPR 2019)
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Quick Explanation on UDA & Prev. Work

source data D. — target data
Covariate shift!

One way to solve it is to do these things (MSTN, ICML18):

1. Make features domain invariant ( )
2. Align cluster centroids (for , )

However, it has a problem:
the structure among features (instances) are ignored = noisy decision boundary

So, the authors adopted to put into the scene



GCAN Architecture & Loss Functions
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Experimental Results

Table 1. Classification accuracy (%) on the Office-31 dataset.

Method A—-WD—-WW -=-DA—-DD—= AW — AAvg
AlexMNet 616405954403 99040263 84+0551.1+0.649 8404 70.1
DDC [74] 61.840.495.040598.5+0.4 64.440352.14+0.652.24+0.470.6
DRCN [27] 68.740.396.440.3 99.040.2 66.84+0.556.040.5 54.940.573.6
RevGrad [22] 73.04£0596.440399240.372.340353.440451.240.574.3
RTN [52] 73.34£0.396.840.2 99.640.1 71.04£0.250.54+0.3 51.04£0.1 73.7
JAN [53] 749403 96.640.2 99.540.2 71.840.258.340.3 55.040.4 76.0
AutoDIAL [50] 755 96.6 99.5 73.6 58.1 594 771
MSTN [77] 80.540.496.940.1 99.940.1 74.540.462.540.4 60.040.6 79.1
GCAN 82.74+0.197.1£0.1 99.840.1 76.41+0.564.9+0.1 62.6 +0.380.6

(d) AlexNet: W — A (e) RevGrad: W — A (f) GCAN: W — A



Thank you!



