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Methodology (Unsupervised)

Objective: Maximize Mutual Information of global representation and 
patch representation 
• Patch representation: concatenation of node representations
• Global representation: A summary of all patch-representation for
• M.I. modeled with discriminator using Jensen-Shannon formulation

R Devon Hjelm, Alex Fedorov, Samuel Lavoie-Marchildon, Karan Grewal, Adam Trischler, and Yoshua Bengio. Learning deep 
representations by mutual information estimation and maximization.
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Methodology (Semi-supervised)

• Simple combination of both supervised & unsupervised terms could lead to 
negative transfer

• use student-teacher model & combine the models maximizing MI between 
each graph representation of each layers

student model teacher model
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Experiments
Unsupervised Learning

Semi-supervised Learning


