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Skeleton-Based Action Recognition

Predicting actions from skeleton representations of human 
bodies instead of raw RGB videos
 In recent work, the significant results have proven its merits



J. Y. Choi. SNU

Introduction

Conditions for robust action recognition from skeleton

 Joints that are structurally apart can also have strong correlations

 Many existing approaches achieve this with higher-order 
polynomials of the adjacency matrix, A
 Biased weight problem

1) Extract multi-scale structural features & long-range 
dependencies

Disentangling 

local 

dependencies
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Conditions for robust action recognition from skeleton

 Most existing approaches deploy interleaving 
spatial-only & temporal-only modules (similar 
to factorized C3D)
 GCN – RNN or Conv1D

2) Leverage the complex cross-spacetime joint 
relationships

 E.g. “Standing Up” – past (Upper body
“leaning forward) + future (Lower body 
“standing up”)

Skip Connection
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Multi-Scale G3D: MS-G3D

1) long-range dep.2) cross-spacetime
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Multi-Scale G3D: MS-G3D

1)              is disentangled

2) Skip connections are considered in 
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Multi-Scale G3D: MS-G3D
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Graphs from social networks

 people and their interactions 

 directed (Twitter) and undirected (Facebook) 

 typical ML tasks 

 Link(edge) prediction

 advertising (recommendation)

 product placement

node

edge

Social Graphs
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