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Understanding video

= spatial interactions happening at the frame level
* temporal interactions between over time
* J]ong-range interactions between distant frames
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atio-temporal graph models

‘e suited for video analysis tasks heavily
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Real world experiments

» Something-Something v1
* human-object interaction dataset
= Interactions between entities across the entire video are essential

» RSTG shows state of the art performance

a. Failing to put smt into smt b. Pretend to put smt into smt
because smt does not fit
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Summary & Limitation

* RSTG (Recurrent Space-time Graph Neural Networks)
» factorize space and time and process them differently
» achieves a relatively low computational complexity
» shows state-of-the-art performance on real world dataset

= imitation

= not various experiments on other dataset
* not modeling long-range interactions
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