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Topic

 Data : Point Cloud
 Representing 3D model via N points(x, y, z coordinates). 

 Task : Feature learning of point set for classification & part segmentation

Point Cloud 

representation
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3D bunny model

Classification & Part segmentation
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Previous Work

 PointNet++

 Using k nearest neighbor points of each point to learn feature of that point. 

 Limitation
→ MLP: each point features are obtained by an independent and isolated manner.

→ Max Pooling: can loose significant information

3Qi, C.R., Yi, L., Su, H., Guibas, L.J.: Pointnet++: Deep hierarchical feature learning on point sets in a metric space. NIPS (2017)
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Local Spectral GCN

 Local k-NN graph

 Each local graph is formulated with pair-wise distance

 Jointly learn features using local structural information via k-NN local graph 

 Laplacian of each local graph can be computed in learning (end-to-end)
→ In previous work(ChebNet, Simplified ChebNet), graph laplacian should be precomputed 

before training or testing because of large graph size
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K-NN
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Local Spectral GCN
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 Spectral modulation matrix, G: modulate the frequency components

 The feature filter W: change the dimension of each node

 These parameters are shared by all the k-NN local graph in same layer.
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Recursive spectral clustering pooling
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 Recursive spectral clustering pooling 

 Using the Fiedler vector similar to normalized cut, 

cut the local graph into k_i clusters whose size should be pre-defined c

 Pooling each clusters to one node with max pooling or average pooling

 Then the number of nodes became k_i. And iterating clustering, until the 

number of nodes smaller than pre-defined c. (i = 1, 2, ….. )

i iteration

𝑘𝑖−1 ×𝑚 𝑘𝑖−1 ×𝑚 𝑘𝑖 ×𝑚

(𝑘0= 𝑘)
clustering

Alternate pooling

(𝑘𝑖≅ 𝑘𝑖−1/c)

c = 2
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Recursive spectral clustering pooling

 Limitation of Max pooling

 Can not preserve information from disjoint sets of points within in k-NN

 Recursive spectral clustering pooling

 Capture fine local structures in local neighborhood

 Aggregating features in local k-NN graph by recursively clustering

 Pooling only within a cluster of similar abstract point features

All points in a k-nn graph Visualization of spectral coordinates for a bird and a human
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Results
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 Part segmentation on ShapeNet

Improvement

 Captures fine 

local structures

 successfully 

segment 

connected parts 

of a 3D object
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Results
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 Classification

 Part Segmentation

McGill Shape 
Benchmark

(instance acc, %)

McGill Shape 
Benchmark 

(category cc, %)

MNIST dataset
-2d pointcloud
(error rate, %)

ModleNet40
(acc, %)

Others - - 0.81[1] -

PointNet++ 93.06 93.27 0.55 91.9

Spectral GCN 95.83 95.74 0.42 92.1

ShapeNet (mIOU, %) ScanNet (Acc, %)

Others 84.70[2] 73.90[3]

PointNet++ 84.90 84.00

Spectral GCN 85.40 84.80

[1] Monti, F., Boscaini, D., Masci, J., Rodol`a, E., Svoboda, J., Bronstein, M.M.: Geometric deep learning on graphs and manifolds using mixture model cnns. CVPR 2017 (2016)

[2] Yi, L., Su, H., Guo, X., Guibas, L.: Syncspeccnn: Synchronized spectral cnn for 3d shape segmentation. In: Computer Vision and Pattern Recognition (CVPR) (2017)

[3] Qi, C.R., Su, H., Mo, K., Guibas, L.J.: Pointnet: Deep learning on point sets for 3d classification and segmentation. arXiv preprint arXiv:1612.00593 (2016)
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Ablation study
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 Classification

McGill Shape 
Benchmark

(instance acc, %)

McGill Shape 
Benchmark 

(category cc, %)

MNIST dataset
-2d pointcloud
(error rate, %)

ModleNet40
(acc, %)

Others - - 0.81[1] -

PointNet++
(MLP + max pooling)

93.06 93.27 0.55 91.5

Spectral GCN
+ max pooling

95.14 95.43 - 91.9

Spectral GCN
+ recursive pooling

95.83 95.74 0.42 92.1

 Part Segmentation

 There is no ablation study on part segmentation
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Summary
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 Local spectral GCN

 Jointly learn features with graph convolution in spectral domain

 Local graph: End to end learning

 Recursive spectral clustering pooling

 Aggregate information form within clusters of nodes that are closed to one another in their 

spectral coordinates

 Captures fine local structures within a cluster

 Limitation

 There is a permutation problem on fully connected layer after hierarchical feature learning.

 The size of a cluster is fixed in recursive pooling and this can leads wrong clustering. 

 Local spectral GCN > Recursive spectral clustering pooling 



Code Reproduce and Experiments
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Code Reproduce – Experiment Analysis
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 Classification on ModelNet 40

 Baseline

 Experiment3 is same setting with paper’s best model except training epoch. 

 Randomness(new)

 Replace alternative pooling to random pooling (between max pooling and average pooling) in spectral clustering layers.

 I expect the random pooling with smaller cluster size will performs better. It is because the local features can 

be vary to its topology, so random pooling can be helpful. (exp 2) However, random pooling can be bad for 

locality, so I reduce cluster size.(exp 1). The randomness shows better performance. However, I should train 

more epoch to compare with paper result. 

Model Experiment1 Experiment2 Experiment3
best model

(paper)

Epoch 40 83 40 83 40 83 251

Pooling Random Random Alternative Alternative

Cluster size 2 4 -> 2 4 -> 2 4 -> 2

Acc 89.991 90.559 89.830 90.640 89.508 - 92.1
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Code Reproduce – Dataset Analysis
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 Analysis on ModelNet:
 I visualize training results on the modelnet via with mpl_toolkits.mplot3d, Axes3D. (not model 40 - time limit)

 The original objects themselves have very noisy face index data. Consider the fact that most of the error 

came from confusion between [‘desk’, ‘table’] and [‘dresser’,‘nightstand’]. 

48 0 0 0 0 0 0 0 0 1

2 98 0 0 0 0 0 0 0 0

0 0 100 0 0 0 0 0 0 0

0 0 0 71 1 0 0 1 10 0

0 0 0 4 77 2 10 0 0 0

0 0 0 0 0 97 0 0 0 0

0 0 0 1 8 0 73 2 1 0

0 0 0 2 0 0 0 97 0 0

0 2 0 7 0 0 3 0 89 0

0 0 0 1 0 1 0 0 0 99

Bed

Nightstand

Tub

Table

Red: dresser

Red: desk
There are some correlation on between certain categories

(nightstand/dresser) (table/desk)
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Code Reproduce – Setup
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 My GCN github link: https://github.com/mjmjeong/GCN-project

 I change some code from open code: https://github.com/fate3439/LocalSpecGCN

 The below descriptions are also included in README.md   

 Environments
 CUDA: 10.0 

 Python: 3.6.9

 Tensorflow: 1.13.0 

 Requirements: cv2, hd5y 

 Implements procedure1
 download dataset from https://shapenet.cs.stanford.edu/media/modelnet40_normal_resampled.zip

 put whole directory(modelnet40_normal_resampled) 

in data directory

https://github.com/mjmjeong/GCN-project
https://github.com/fate3439/LocalSpecGCN
https://shapenet.cs.stanford.edu/media/modelnet40_normal_resampled.zip
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Code Reproduce – Setup
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 Implements procedure2 – tf_opt

 You should change CUDA path in .sh file. 

-

 Implements procedure3 – train

 Implements procedure4 – evaluate

Experiments1: spec_cp_random_csize_2
Experiments2: spec_cp_random
Experiments3: spec_cp_default

You can get trained model from classification/log/ 

If framework error, 

Ln –rs libtensorflow-

framework.so.1 libtensorflow-

framework.so 로 soft link 생성
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Code Analysis
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 Code structure (Only the important things)

 Classification

 models/pointnet2_cl 

s_ssg_spec_cp.py

 Get model function 
(22p에설명)

 train.py

 Log

 Training log, model 

등저장

 util

 Spec_Graph_util.py

 Get adj matrix function

(cos or Euclidean)

 Get Laplacian function

 Get knn graph function

 Spec_hier_clustering

pooling function

 Spectral convolution 

function

 tf_opt

 This is based on 3d point 

cpp code.

 Sampling_nd

 It sampling n dimension 

points Model

 Grouping

 3d Interpolation
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Code Analysis
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 classification/models/pointnet2_c ls_ssg_spec_cp.py get model

 In “get model” function

: The property of each layers can 

be modified. In here, we can also 

change the number of nodes. 

1) layer1: gcn

2) layer2: spectral gcn

3) layer3: spectral gcn

4) layer4: spectral gcn

5) Fully connected

csize: cluster size

mlp: feature dimension

nsample: number of knn sample
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Code Analysis
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 utlis/spec_graph_utils.py: spec_conv2d

 Spec_conv2d

: This is for spectral convolution shown in above figure

: It get adj matrix and Laplacian during training (end to end)

1) Get adj matrix

- Whole adj matrix and local knn adj matrix 

2) Get Laplacian matrix

- It can be chosen between normalized L or not. 
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Code Analysis
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 utlis/spec_graph_utils.py: spec_conv2d

 Spec_conv2d

: This is for spectral convolution shown in above figure

: It get adj matrix and Laplacian during training (end to end)

3) Eigen value decomposition

- To get eigen value and eigen vector to fourier

transformation

4) Convolution in spectral domain

- feat expansion



J. Y. Choi. SNU

Code Analysis
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 utlis/spec_graph_utils.py: spec_hier_cluster_pool (add randomness)

 Spec_hier_cluster_pool

: node 별 feature를 node에대해 pooling하는 layer. 

(node 수를줄임)

: spectral clustering pooling method  

1) Make a graph with cos distance between points

2) Then compute Laplacian and EVD. 

3) Until total number of node is smaller than csize,

recursively pooling.  

4) Fisrt find 2nd eigen vector, and split the vector via 

csize (partition vector has the indices of each 

cluster members.)
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Code Analysis

26

 utlis/spec_graph_utils.py: spec_hier_cluster_pool (add randomness)

 Spec_hier_cluster_pool

: node 별 feature를 node에대해 pooling하는 layer. 

(node 수를줄임)

: spectral clustering pooling method  

5)   Combine each cluster to one node(pooling)

6-1)  Previous method, just alternative select 

between max pooling and average pooling. 

6-2)  Changed method, random select

between max pooling and average pooling

7) If total number of nodes are smaller than csize,  

pooling those nodes via average or max pooling. 

-> then get final one node. (finish) 
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Thank you

27


