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Introduction

 typical Visual Scene Understanding tasks 
 image classification
 object detection
 image segmentation

 Scene Graph Generation
 objects & relationships

 support higher-level tasks
 image captioning
 visual question answering
 image grounded-dialogue

scene graph
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Graph R-CNN

 How can we effectively deal with fully-connected graph?

 Naïve approach : random sampling

 (a)(b) : object node extraction (R-CNN)

 (b)(c) : relationship pruning (RePN)

 (c)(d) : graph context integration (aGCN)
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 graph G

 nodes : 𝑁 object regions + 𝑚 relationships

 edges : relationship ↔ subject

object ↔ relationship

object ↔ object 

 object directional pairs : <subject, relationship, object>

Graph R-CNN



Relation Proposal Network (RePN)

 estimate relatedness for all pairs

𝑠𝑖𝑗 = 𝑓 𝑷𝑖
𝑜, 𝑷𝑗

𝑜 =< 𝛷 𝑷𝑖
𝑜 , 𝛹 𝑷𝑗

𝑜 >

where 𝑷𝑖
𝑜 : class distribution of object 𝑖

Φ · , Ψ · : projection functions for subjects and objects

 leave top K pairs
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 layer-wise propagation

𝑧𝑖
(𝑙+1)

= 𝜎 𝑧𝑖
𝑙
+ ෍

𝑗∈𝑁(𝑖)

𝛼𝑖𝑗𝑊𝑧𝑗
𝑙

where  𝒛𝒊
𝒍

: node representation of 𝑖 in the layer 𝑙

 Learning to adjust 𝜶
 In conventional GCN, connections in the graph are known  𝜶 is preset

𝑢𝑖𝑗 = 𝑤ℎ
𝑇𝜎 𝑊𝑎[𝑧𝑖

𝑙
, 𝑧𝑗

𝑙
]

𝜶𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝒖𝑖)

Attentional Graph Convolution Network (aGCN)
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Remind 
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𝑧𝑖
𝑜 = 𝜎(𝑊𝑠𝑘𝑖𝑝𝑍𝑜𝛼𝑠𝑘𝑖𝑝 +𝑊𝑠𝑟𝑍𝑟𝛼𝑠𝑟 +𝑊𝑜𝑟𝑍𝑟𝛼𝑜𝑟)

𝑧𝑖
𝑟 = 𝜎(𝑧𝑖

𝑟 +𝑊𝑟𝑠𝑍𝑜𝛼𝑟𝑠 +𝑊𝑟𝑜𝑍𝑜𝛼𝑟𝑜)

Attentional Graph Convolution Network (aGCN)
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Message from other objects Messages from 
neighboring relationships

Messages from 
Neighboring objects

 edges :      object ↔ relationship

relationship ↔ subject

object ↔ object 

where 𝒁𝒐, 𝒁𝒓: node representation of object and relationship

s: subject, o: objects, r: relationships 
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Evaluation metrics

 Recall

 SSGEN

 exact triplet match
 triplet <object, relationship, subject> labels

 object and subject location

 SSGEN+ 

 exact triplet match

 + object & subject match

 + relationship match
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Experiments

 Visual Genome dataset
 Training :75,000  / Test: 32,000 images

 Top frequent 150 object classes / 50 relations
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Experiments

 Ablation study
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• RePN intelligently prunes out pairs of objects that are unlikely to be related.

• aGCN effectively propagates contextual information across the graph.

Conclusion
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