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Scene Graph

 A set of objects node and relationships node(or edge)

• Object node : representation of object proposal

• Relationship node : representation of the union of boxes of the two objects 

 < subject– predicate – object >

2[Xu et al , CVPR 2017 ]



The problem

 For N object proposals, there are totally N(N − 1) potential relations.

 More object proposals will bring higher recall

 Number of objects increase  relationships scale quadratically  quickly becoming 

impractical
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 Multiple relationship features can refer to some highly-overlapped regions

 A subgraph-based scene graph  generation approach

 The object pairs referring to the similar interacting regions are clustered       

into  a subgraph  and share the phrase representation : subgraph feature

 speed up the model , allow us to more object proposals

Motivation



(1) Generate object region proposals with RPN

(2) Establish the fully-connected graph

(3) Cluster the fully-connected graph into several subgraphs : factorized connection graph

(4) ROI pools the objects and subgraph features and transform them into feature vectors and 2-D feature maps

(5) Jointly refine the object and subgraph features by passing message

(6) Recognize the object and relations label

Overview of F-Net



 Relation Confidence score = product of scores of the two object proposals

 With confidence score and bounding box location, non-maximum-suppression (NMS) 

can be applied.

 It does not prune the edges, but represent relationship candidates in a different form.

Factorized Connection Graph Generation



 Pass message from subgraphs to objects  Pass message from objects to subgraphs

Subgraph feature map
object feature vector

Attention vector Attention map

Spatial-weighted Message Passing (SMP)



 the object features  object categories

 The subject and object features+ subgraph feature 

 relationship categories

Spatial-sensitive Relation Inference (SRI)



PhrDet :  the performance for recognizing two objects,  relation  given image, object proposals

SGGen :  recall of relationship triplets given image

Quantitative comparison



• Github path : https://github.com/sekimsekim/GCN_practice. (refer to author's code)

• Environment : Python 2.7 , cuda 9.0

• conda install pytorch torchvision cudatoolkit=9.0 -c pytorch
• Requirement packages

• Set CUDA_PATH , export CUDA_HOME=/usr/local/cuda-9.0

• cd lib ; make all (NMS, RPN module compile)

• export PYTHONPATH=/home2/sungeun.kim/SceneGraph/FNet_sekim

• Pre_train model
https://drive.google.com/uc?id=11zKRr2OF5oclFL47kjFYBOxScotQzArX&export=download

• Download VG dataset 
Edit options/data.yaml : modify dataset dir path
lib/datasets/visual_genome_loader.py : change dataset dir path

Code Analysis 

https://github.com/sekimsekim/GCN_practice
https://drive.google.com/uc?id=11zKRr2OF5oclFL47kjFYBOxScotQzArX&export=download
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• models/RPN/utils.py def build_loss(rpn_cls_score_reshape, rpn_bbox_pred, rpn_data):
• Set same dimension because torch size of rpn_bbox_pred is different to the input size of rpn_bbox_targets.

Ex: torch.Size([100, 37, 49])) , (torch.Size([1, 100, 37, 49])). 
• Change Loss function option 

Minor fixes



Spatial-weighted Message Passing (SMP) code

models/modules/factor_updating_structure_v3.py

class factor_updating_structure(nn.Module):

①

②



① Pass message from subgraphs to object



② Pass message from objects to subgraph



models/HDN_v2/factorizable_network_v4.py

class Factorizable_network(nn.Module):

Training flow

Build graph 

Spatial-weighted message passing

Predict relationship
Predict object class

Extract object features by RPN



Train result



Evaluation result


