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Understanding video

 spatial interactions happening at the frame level

 temporal interactions between over time

 long-range interactions between distant frames
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Analysing videos with spatio-temporal graph models

Recurrent Graph Nets are suited for video analysis tasks heavily 
relying on interactions.
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Contributions

• propose a general neural graph block for
learning in spatio-temporal domain, used as
an intermediary block within any model.

• factorize space and t ime and process
them differently from an unstructured video,
achieving low computat ional complexity

• introduce a synthetic dataset involving ex-

plicit space-t ime interact ions: SyncM-
NIST

• state-of-the-art results on real world
dataset, Something-Something

Our approach:

• neural graph recurrent in space and t ime

• extract features from fixed regions in video
and use them as nodes in a graph model

• processvideoby messagepassing to get long

range interact ions: Spaceand T imeStages

Algorithm

A lgorithm 1 Space-time processing in RSTG

I nput: Features F œRT◊ H ◊ W ◊ C

repeat

vi Ω extract_ f eatures(Ft , i) ’ i

for k = 0 to K ≠ 1 do

vi = h
t ,k
i = ft ime(vi , h

t≠ 1,k
i ) ’ i

m j ,i = fsend(vj , vi ) ’ i , ’ j œ N (i)

gi = fgat her (vi , { m j ,i } j œN (i )) ’ i

vi = fspace(vi , gi ) ’ i

end for

h
t ,K
i = ft ime(vi , h

t≠ 1,K
i ) ’ i

t = t + 1

until end-of-video

vf i nal = f aggr egate({ h
1:T,K
i } ’ i )

Recurrent factorized Graph Nets are suited

for video analysis tasks heavily relying on

interactions.

Graph Creation

• extract features from 2D / 3D backbone

• arrange regions in grids at multiple scales

• each node receives information pooled from a region

• the nodes are connected if they come from neighbouring or overlapping regions

Space Processing Stage

Consists of three phases, recurrent ly applied at each t ime step:

• Send: messages represent pairwise spatial
interactions

fsend (v j , v i ) = MLPs([v j |v i ])

• Gather: aggregate received messages by
an attention mechanism

fgat her (v i ) =
ÿ

j œN ( i )

–(v j , v i )fsend (v j , v i )

• U pdate: incorporate global context into
each local information

fspace(v i ) = MLPu ([v i |fgat her (v i )])

Posit ional Awareness:

• each sourcenodeshould beawareof the
destination node’s position

• we concatenate the position of both
nodes to the input of fsend

• position is represented by a gaussian
heatmap centered in node’s location

Time Processing Stage

• across t ime, each node incorporates current spatial info into the previous time step features

• each node updates its spatial information using a recurrent funct ion

• no messages exchanged between different regions

h
t ,k
i¸ ˚ ˙ ˝

t i m e

= ft im e( vk
i¸ ˚ ˙ ˝

space

, h
t ≠ 1,k
i¸ ˚ ˙ ˝
t i m e

)

Versatile Usage

RSTG model can be used in two ways:

• R ST G-to-vec: obtain 1D vector by summing the all the nodes from the last time step

• R ST G-to-map: obtain features volume with the same size as the input, by projecting back
each node into initial corresponding region

• more flexible model, by incorporating it as a module inside any other architecture

Accuracy on Smt-Smt-v1 dataset

M odel T op-1 T op-5

C2D 31.7 64.7
T RN [1] 34.4 -
RSTG -C2D 42.8 73.6

MFNet-C50 [2] 40.3 70.9
I3D [3] 41.6 72.2
NL I3D [3] 44.4 76.0
NL I3D + Joint GCN [3] 46.1 76.8

ECOL i t e≠ 16F [4] 42.2 -
MFNet-C101 [2] 43.9 73.1
I3D [5] 45.8 76.5
S3D-G [5] 48.2 78.7

RSTG-to-vec 47.7 77.9
RSTG-to-map res2 46.9 76.8
RSTG-to-map res3 47.7 77.8
RSTG-to-map res4 48.4 78.1
RSTG-to-map res3-4 49.2 78.8

Something-Something is a real world dataset
involving human-object interactions.

Accuracy on SyncMNIST datasets

M odel 3Sync 5Sync

Mean + LSTM 77.0 -
Conv + LSTM 95.0 39.7
I3D [6] - 90.6
Non-Local [7] - 93.5

RSTG: Space-Only 61.3 -
RSTG: T ime-Only 89.7 -
RSTG: Homogenous 95.7 58.3
RSTG: 1-temp-stage 97.0 74.1
RSTG: A ll-temp-stages 98.9 94.5
RSTG: Posit ional A ll-temp - 97.2

We designed a synthetic dataset where the com-
plexity comes from the necessity of explicitly
modeling spatial and temporal interactions but
in a clear, simple environment. The goal is to
detect a pair of digits that move synchronous.

• go from local to more global processingby
recurrently having multiple space iterations

• more expressive power is obtained by
alternating T ime Processing Stages with
Space Processing Stages

• useK alternating stages+ a final time stage

References
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[7]Wang et al. CVPR 2018



S. Choi. SNU

Recurrent Space-time Graph Neural Networks



4

‘

Contributions

• propose a general neural graph block for
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an intermediary block within any model.

• factorize space and t ime and process
them differently from an unstructured video,
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• state-of-the-art results on real world
dataset, Something-Something

Our approach:

• neural graph recurrent in space and t ime

• extract features from fixed regions in video
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• processvideoby messagepassing to get long

range interact ions: Spaceand T imeStages
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Recurrent factorized Graph Nets are suited

for video analysis tasks heavily relying on

interactions.

Graph Creation

• extract features from 2D / 3D backbone

• arrange regions in grids at multiple scales

• each node receives information pooled from a region

• the nodes are connected if they come from neighbouring or overlapping regions

Space Processing Stage

Consists of three phases, recurrent ly applied at each t ime step:

• Send: messages represent pairwise spatial
interactions

fsend (v j , v i ) = MLPs([v j |v i ])

• Gather: aggregate received messages by
an attention mechanism
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ÿ

j œN ( i )

–(v j , v i )fsend (v j , v i )
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heatmap centered in node’s location

Time Processing Stage
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RSTG model can be used in two ways:

• R ST G-to-vec: obtain 1D vector by summing the all the nodes from the last time step

• R ST G-to-map: obtain features volume with the same size as the input, by projecting back
each node into initial corresponding region
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Graph Creation
 extract features from 2D / 3D backbone

 Mean pooling + LSTM

 ConvNet + LSTM

 I3D

 Non-Local

 arrange regions in grids at multiple scales
 1 × 1, 2 × 2 and 3 × 3 grids 

 each node receives information pooled from 
a region

 the nodes are connected if they come from 
neighbouring or overlapping regions
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Graph Creation

• extract features from 2D / 3D backbone

• arrange regions in grids at multiple scales

• each node receives information pooled from a region

• the nodes are connected if they come from neighbouring or overlapping regions

Space Processing Stage

Consists of three phases, recurrent ly applied at each t ime step:
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• Gather: aggregate received messages by
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• each sourcenodeshould beawareof the
destination node’s position

• we concatenate the position of both
nodes to the input of fsend

• position is represented by a gaussian
heatmap centered in node’s location

Time Processing Stage

• across t ime, each node incorporates current spatial info into the previous time step features

• each node updates its spatial information using a recurrent funct ion

• no messages exchanged between different regions
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Versatile Usage

RSTG model can be used in two ways:

• R ST G-to-vec: obtain 1D vector by summing the all the nodes from the last time step

• R ST G-to-map: obtain features volume with the same size as the input, by projecting back
each node into initial corresponding region

• more flexible model, by incorporating it as a module inside any other architecture
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 Time Processing Stage
 across time, each node incorporates current 

spatial info into the previous time step 
features 

 each node updates its spatial information 
using a recurrent function 

 no messages exchanged between different 
regions 



S. Choi. SNU

Recurrent Space-time Graph Neural Networks



6

‘

Contributions

• propose a general neural graph block for
learning in spatio-temporal domain, used as
an intermediary block within any model.

• factorize space and t ime and process
them differently from an unstructured video,
achieving low computat ional complexity

• introduce a synthetic dataset involving ex-

plicit space-t ime interact ions: SyncM-
NIST

• state-of-the-art results on real world
dataset, Something-Something

Our approach:

• neural graph recurrent in space and t ime

• extract features from fixed regions in video
and use them as nodes in a graph model

• processvideoby messagepassing to get long

range interact ions: Spaceand T imeStages

Algorithm

A lgorithm 1 Space-time processing in RSTG
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repeat

vi Ω extract_ f eatures(Ft , i) ’ i
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gi = fgat her (vi , { m j ,i } j œN (i )) ’ i

vi = fspace(vi , gi ) ’ i

end for

h
t ,K
i = ft ime(vi , h

t≠ 1,K
i ) ’ i

t = t + 1

until end-of-video

vf i nal = f aggr egate({ h
1:T,K
i } ’ i )

Recurrent factorized Graph Nets are suited

for video analysis tasks heavily relying on

interactions.

Graph Creation

• extract features from 2D / 3D backbone

• arrange regions in grids at multiple scales

• each node receives information pooled from a region

• the nodes are connected if they come from neighbouring or overlapping regions

Space Processing Stage

Consists of three phases, recurrent ly applied at each t ime step:

• Send: messages represent pairwise spatial
interactions

fsend (v j , v i ) = MLPs([v j |v i ])

• Gather: aggregate received messages by
an attention mechanism

fgat her (v i ) =
ÿ

j œN ( i )

–(v j , v i )fsend (v j , v i )

• U pdate: incorporate global context into
each local information

fspace(v i ) = MLPu ([v i |fgat her (v i )])

Posit ional Awareness:

• each sourcenodeshould beawareof the
destination node’s position

• we concatenate the position of both
nodes to the input of fsend

• position is represented by a gaussian
heatmap centered in node’s location

Time Processing Stage

• across t ime, each node incorporates current spatial info into the previous time step features

• each node updates its spatial information using a recurrent funct ion

• no messages exchanged between different regions

h
t ,k
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t i m e
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Versatile Usage

RSTG model can be used in two ways:

• R ST G-to-vec: obtain 1D vector by summing the all the nodes from the last time step

• R ST G-to-map: obtain features volume with the same size as the input, by projecting back
each node into initial corresponding region

• more flexible model, by incorporating it as a module inside any other architecture

Accuracy on Smt-Smt-v1 dataset

M odel T op-1 T op-5

C2D 31.7 64.7
T RN [1] 34.4 -
RSTG -C2D 42.8 73.6

MFNet-C50 [2] 40.3 70.9
I3D [3] 41.6 72.2
NL I3D [3] 44.4 76.0
NL I3D + Joint GCN [3] 46.1 76.8

ECOL i t e≠ 16F [4] 42.2 -
MFNet-C101 [2] 43.9 73.1
I3D [5] 45.8 76.5
S3D-G [5] 48.2 78.7

RSTG-to-vec 47.7 77.9
RSTG-to-map res2 46.9 76.8
RSTG-to-map res3 47.7 77.8
RSTG-to-map res4 48.4 78.1
RSTG-to-map res3-4 49.2 78.8

Something-Something is a real world dataset
involving human-object interactions.

Accuracy on SyncMNIST datasets

M odel 3Sync 5Sync

Mean + LSTM 77.0 -
Conv + LSTM 95.0 39.7
I3D [6] - 90.6
Non-Local [7] - 93.5

RSTG: Space-Only 61.3 -
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We designed a synthetic dataset where the com-
plexity comes from the necessity of explicitly
modeling spatial and temporal interactions but
in a clear, simple environment. The goal is to
detect a pair of digits that move synchronous.

• go from local to more global processingby
recurrently having multiple space iterations

• more expressive power is obtained by
alternating T ime Processing Stages with
Space Processing Stages

• useK alternating stages+ a final time stage
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Space Processing Stage
 Send: messages represent pairwise spatial 

interactions

 Positional Awareness: Each source node should 
be aware of the destination node’s position. We 
concatenate the position of both nodes to the 
input of 𝑓𝑠𝑒𝑛𝑑
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Accuracy on SyncMNIST datasets

M odel 3Sync 5Sync

Mean + LSTM 77.0 -
Conv + LSTM 95.0 39.7
I3D [6] - 90.6
Non-Local [7] - 93.5

RSTG: Space-Only 61.3 -
RSTG: T ime-Only 89.7 -
RSTG: Homogenous 95.7 58.3
RSTG: 1-temp-stage 97.0 74.1
RSTG: A ll-temp-stages 98.9 94.5
RSTG: Posit ional A ll-temp - 97.2

We designed a synthetic dataset where the com-
plexity comes from the necessity of explicitly
modeling spatial and temporal interactions but
in a clear, simple environment. The goal is to
detect a pair of digits that move synchronous.

• go from local to more global processingby
recurrently having multiple space iterations

• more expressive power is obtained by
alternating T ime Processing Stages with
Space Processing Stages

• useK alternating stages+ a final time stage

References
[1]Zhou et al. ECCV 2018,
[2]Lee et al. ECCV 2018,
[3]Wang and Gupta ECCV 2018,
[4]Zolfaghari et al. ECCV 2018,
[5]X ie et al. ECCV 2018,
[6]Carreira and Zisserman CVPR 2017,
[7]Wang et al. CVPR 2018

Space Processing Stage
 Gather: aggregate received messages by 

an attention mechanism
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Contributions

• propose a general neural graph block for
learning in spatio-temporal domain, used as
an intermediary block within any model.

• factorize space and t ime and process
them differently from an unstructured video,
achieving low computat ional complexity

• introduce a synthetic dataset involving ex-

plicit space-t ime interact ions: SyncM-
NIST

• state-of-the-art results on real world
dataset, Something-Something

Our approach:

• neural graph recurrent in space and t ime

• extract features from fixed regions in video
and use them as nodes in a graph model

• processvideoby messagepassing to get long

range interact ions: Spaceand T imeStages

Algorithm

A lgorithm 1 Space-time processing in RSTG

I nput: Features F œRT◊ H ◊ W ◊ C

repeat

vi Ω extract_ f eatures(Ft , i) ’ i

for k = 0 to K ≠ 1 do

vi = h
t ,k
i = ft ime(vi , h

t≠ 1,k
i ) ’ i

m j ,i = fsend(vj , vi ) ’ i , ’ j œ N (i)

gi = fgat her (vi , { m j ,i } j œN (i )) ’ i

vi = fspace(vi , gi ) ’ i

end for

h
t ,K
i = ft ime(vi , h

t≠ 1,K
i ) ’ i

t = t + 1

until end-of-video

vf i nal = f aggr egate({ h
1:T,K
i } ’ i )

Recurrent factorized Graph Nets are suited

for video analysis tasks heavily relying on

interactions.

Graph Creation

• extract features from 2D / 3D backbone

• arrange regions in grids at multiple scales

• each node receives information pooled from a region

• the nodes are connected if they come from neighbouring or overlapping regions

Space Processing Stage

Consists of three phases, recurrent ly applied at each t ime step:

• Send: messages represent pairwise spatial
interactions

fsend (v j , v i ) = MLPs([v j |v i ])

• Gather: aggregate received messages by
an attention mechanism

fgat her (v i ) =
ÿ

j œN ( i )

–(v j , v i )fsend (v j , v i )

• U pdate: incorporate global context into
each local information

fspace(v i ) = MLPu ([v i |fgat her (v i )])

Posit ional Awareness:

• each sourcenodeshould beawareof the
destination node’s position

• we concatenate the position of both
nodes to the input of fsend

• position is represented by a gaussian
heatmap centered in node’s location

Time Processing Stage

• across t ime, each node incorporates current spatial info into the previous time step features

• each node updates its spatial information using a recurrent funct ion

• no messages exchanged between different regions

h
t ,k
i¸ ˚ ˙ ˝

t i m e

= ft im e( vk
i¸ ˚ ˙ ˝

space

, h
t ≠ 1,k
i¸ ˚ ˙ ˝
t i m e

)

Versatile Usage

RSTG model can be used in two ways:

• R ST G-to-vec: obtain 1D vector by summing the all the nodes from the last time step

• R ST G-to-map: obtain features volume with the same size as the input, by projecting back
each node into initial corresponding region

• more flexible model, by incorporating it as a module inside any other architecture

Accuracy on Smt-Smt-v1 dataset

M odel T op-1 T op-5

C2D 31.7 64.7
T RN [1] 34.4 -
RSTG -C2D 42.8 73.6

MFNet-C50 [2] 40.3 70.9
I3D [3] 41.6 72.2
NL I3D [3] 44.4 76.0
NL I3D + Joint GCN [3] 46.1 76.8

ECOL i t e≠ 16F [4] 42.2 -
MFNet-C101 [2] 43.9 73.1
I3D [5] 45.8 76.5
S3D-G [5] 48.2 78.7

RSTG-to-vec 47.7 77.9
RSTG-to-map res2 46.9 76.8
RSTG-to-map res3 47.7 77.8
RSTG-to-map res4 48.4 78.1
RSTG-to-map res3-4 49.2 78.8

Something-Something is a real world dataset
involving human-object interactions.

Accuracy on SyncMNIST datasets

M odel 3Sync 5Sync

Mean + LSTM 77.0 -
Conv + LSTM 95.0 39.7
I3D [6] - 90.6
Non-Local [7] - 93.5

RSTG: Space-Only 61.3 -
RSTG: T ime-Only 89.7 -
RSTG: Homogenous 95.7 58.3
RSTG: 1-temp-stage 97.0 74.1
RSTG: A ll-temp-stages 98.9 94.5
RSTG: Posit ional A ll-temp - 97.2

We designed a synthetic dataset where the com-
plexity comes from the necessity of explicitly
modeling spatial and temporal interactions but
in a clear, simple environment. The goal is to
detect a pair of digits that move synchronous.

• go from local to more global processingby
recurrently having multiple space iterations

• more expressive power is obtained by
alternating T ime Processing Stages with
Space Processing Stages

• useK alternating stages+ a final time stage

References
[1]Zhou et al. ECCV 2018,
[2]Lee et al. ECCV 2018,
[3]Wang and Gupta ECCV 2018,
[4]Zolfaghari et al. ECCV 2018,
[5]X ie et al. ECCV 2018,
[6]Carreira and Zisserman CVPR 2017,
[7]Wang et al. CVPR 2018

Space Processing Stage
 Update: incorporate global context into each 

local information
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Contributions

• propose a general neural graph block for
learning in spatio-temporal domain, used as
an intermediary block within any model.

• factorize space and t ime and process
them differently from an unstructured video,
achieving low computat ional complexity

• introduce a synthetic dataset involving ex-

plicit space-t ime interact ions: SyncM-
NIST

• state-of-the-art results on real world
dataset, Something-Something

Our approach:

• neural graph recurrent in space and t ime

• extract features from fixed regions in video
and use them as nodes in a graph model

• processvideoby messagepassing to get long

range interact ions: Spaceand T imeStages

Algorithm

A lgorithm 1 Space-time processing in RSTG

I nput: Features F œRT◊ H ◊ W ◊ C

repeat

vi Ω extract_ f eatures(Ft , i) ’ i

for k = 0 to K ≠ 1 do

vi = h
t ,k
i = ft ime(vi , h

t≠ 1,k
i ) ’ i

m j ,i = fsend(vj , vi ) ’ i , ’ j œ N (i)

gi = fgat her (vi , { m j ,i } j œN (i )) ’ i

vi = fspace(vi , gi ) ’ i

end for

h
t ,K
i = ft ime(vi , h

t≠ 1,K
i ) ’ i

t = t + 1

until end-of-video

vf i nal = f aggr egate({ h
1:T,K
i } ’ i )

Recurrent factorized Graph Nets are suited

for video analysis tasks heavily relying on

interactions.

Graph Creation

• extract features from 2D / 3D backbone

• arrange regions in grids at multiple scales

• each node receives information pooled from a region

• the nodes are connected if they come from neighbouring or overlapping regions

Space Processing Stage

Consists of three phases, recurrent ly applied at each t ime step:

• Send: messages represent pairwise spatial
interactions

fsend (v j , v i ) = MLPs([v j |v i ])

• Gather: aggregate received messages by
an attention mechanism

fgat her (v i ) =
ÿ

j œN ( i )

–(v j , v i )fsend (v j , v i )

• U pdate: incorporate global context into
each local information

fspace(v i ) = MLPu ([v i |fgat her (v i )])

Posit ional Awareness:

• each sourcenodeshould beawareof the
destination node’s position

• we concatenate the position of both
nodes to the input of fsend

• position is represented by a gaussian
heatmap centered in node’s location

Time Processing Stage

• across t ime, each node incorporates current spatial info into the previous time step features

• each node updates its spatial information using a recurrent funct ion

• no messages exchanged between different regions

h
t ,k
i¸ ˚ ˙ ˝

t i m e

= ft im e( vk
i¸ ˚ ˙ ˝

space

, h
t ≠ 1,k
i¸ ˚ ˙ ˝
t i m e

)

Versatile Usage

RSTG model can be used in two ways:

• R ST G-to-vec: obtain 1D vector by summing the all the nodes from the last time step

• R ST G-to-map: obtain features volume with the same size as the input, by projecting back
each node into initial corresponding region

• more flexible model, by incorporating it as a module inside any other architecture

Accuracy on Smt-Smt-v1 dataset

M odel T op-1 T op-5

C2D 31.7 64.7
T RN [1] 34.4 -
RSTG -C2D 42.8 73.6

MFNet-C50 [2] 40.3 70.9
I3D [3] 41.6 72.2
NL I3D [3] 44.4 76.0
NL I3D + Joint GCN [3] 46.1 76.8

ECOL i t e≠ 16F [4] 42.2 -
MFNet-C101 [2] 43.9 73.1
I3D [5] 45.8 76.5
S3D-G [5] 48.2 78.7

RSTG-to-vec 47.7 77.9
RSTG-to-map res2 46.9 76.8
RSTG-to-map res3 47.7 77.8
RSTG-to-map res4 48.4 78.1
RSTG-to-map res3-4 49.2 78.8

Something-Something is a real world dataset
involving human-object interactions.

Accuracy on SyncMNIST datasets

M odel 3Sync 5Sync

Mean + LSTM 77.0 -
Conv + LSTM 95.0 39.7
I3D [6] - 90.6
Non-Local [7] - 93.5

RSTG: Space-Only 61.3 -
RSTG: T ime-Only 89.7 -
RSTG: Homogenous 95.7 58.3
RSTG: 1-temp-stage 97.0 74.1
RSTG: A ll-temp-stages 98.9 94.5
RSTG: Posit ional A ll-temp - 97.2

We designed a synthetic dataset where the com-
plexity comes from the necessity of explicitly
modeling spatial and temporal interactions but
in a clear, simple environment. The goal is to
detect a pair of digits that move synchronous.

• go from local to more global processingby
recurrently having multiple space iterations

• more expressive power is obtained by
alternating T ime Processing Stages with
Space Processing Stages

• useK alternating stages+ a final time stage

References
[1]Zhou et al. ECCV 2018,
[2]Lee et al. ECCV 2018,
[3]Wang and Gupta ECCV 2018,
[4]Zolfaghari et al. ECCV 2018,
[5]X ie et al. ECCV 2018,
[6]Carreira and Zisserman CVPR 2017,
[7]Wang et al. CVPR 2018

Aggregation step (versatile usage)
 RSTG-to-vec: obtain 1D vector by 

summing the all the nodes from the last time 
step

 RSTG-to-map: obtain features volume with 
the same size as the input, by projecting 
back each node into initial corresponding 
region
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Contributions

• propose a general neural graph block for
learning in spatio-temporal domain, used as
an intermediary block within any model.

• factorize space and t ime and process
them differently from an unstructured video,
achieving low computat ional complexity

• introduce a synthetic dataset involving ex-

plicit space-t ime interact ions: SyncM-
NIST

• state-of-the-art results on real world
dataset, Something-Something

Our approach:

• neural graph recurrent in space and t ime

• extract features from fixed regions in video
and use them as nodes in a graph model

• processvideoby messagepassing to get long

range interact ions: Spaceand T imeStages

Algorithm

A lgorithm 1 Space-time processing in RSTG

I nput: Features F œRT◊ H ◊ W ◊ C

repeat

vi Ω extract_ f eatures(Ft , i) ’ i

for k = 0 to K ≠ 1 do

vi = h
t ,k
i = ft ime(vi , h

t≠ 1,k
i ) ’ i

m j ,i = fsend(vj , vi ) ’ i , ’ j œ N (i)

gi = fgat her (vi , { m j ,i } j œN (i )) ’ i

vi = fspace(vi , gi ) ’ i

end for

h
t ,K
i = ft ime(vi , h

t≠ 1,K
i ) ’ i

t = t + 1

until end-of-video

vf i nal = f aggr egate({ h
1:T,K
i } ’ i )

Recurrent factorized Graph Nets are suited

for video analysis tasks heavily relying on

interactions.

Graph Creation

• extract features from 2D / 3D backbone

• arrange regions in grids at multiple scales

• each node receives information pooled from a region

• the nodes are connected if they come from neighbouring or overlapping regions

Space Processing Stage

Consists of three phases, recurrent ly applied at each t ime step:

• Send: messages represent pairwise spatial
interactions

fsend (v j , v i ) = MLPs([v j |v i ])

• Gather: aggregate received messages by
an attention mechanism

fgat her (v i ) =
ÿ

j œN ( i )

–(v j , v i )fsend (v j , v i )

• U pdate: incorporate global context into
each local information

fspace(v i ) = MLPu ([v i |fgat her (v i )])

Posit ional Awareness:

• each sourcenodeshould beawareof the
destination node’s position

• we concatenate the position of both
nodes to the input of fsend

• position is represented by a gaussian
heatmap centered in node’s location

Time Processing Stage

• across t ime, each node incorporates current spatial info into the previous time step features

• each node updates its spatial information using a recurrent funct ion

• no messages exchanged between different regions

h
t ,k
i¸ ˚ ˙ ˝

t i m e

= ft im e( vk
i¸ ˚ ˙ ˝

space

, h
t ≠ 1,k
i¸ ˚ ˙ ˝
t i m e

)

Versatile Usage

RSTG model can be used in two ways:

• R ST G-to-vec: obtain 1D vector by summing the all the nodes from the last time step

• R ST G-to-map: obtain features volume with the same size as the input, by projecting back
each node into initial corresponding region

• more flexible model, by incorporating it as a module inside any other architecture

Accuracy on Smt-Smt-v1 dataset

M odel T op-1 T op-5

C2D 31.7 64.7
T RN [1] 34.4 -
RSTG -C2D 42.8 73.6

MFNet-C50 [2] 40.3 70.9
I3D [3] 41.6 72.2
NL I3D [3] 44.4 76.0
NL I3D + Joint GCN [3] 46.1 76.8

ECOL i t e≠ 16F [4] 42.2 -
MFNet-C101 [2] 43.9 73.1
I3D [5] 45.8 76.5
S3D-G [5] 48.2 78.7

RSTG-to-vec 47.7 77.9
RSTG-to-map res2 46.9 76.8
RSTG-to-map res3 47.7 77.8
RSTG-to-map res4 48.4 78.1
RSTG-to-map res3-4 49.2 78.8

Something-Something is a real world dataset
involving human-object interactions.

Accuracy on SyncMNIST datasets

M odel 3Sync 5Sync

Mean + LSTM 77.0 -
Conv + LSTM 95.0 39.7
I3D [6] - 90.6
Non-Local [7] - 93.5

RSTG: Space-Only 61.3 -
RSTG: T ime-Only 89.7 -
RSTG: Homogenous 95.7 58.3
RSTG: 1-temp-stage 97.0 74.1
RSTG: A ll-temp-stages 98.9 94.5
RSTG: Posit ional A ll-temp - 97.2

We designed a synthetic dataset where the com-
plexity comes from the necessity of explicitly
modeling spatial and temporal interactions but
in a clear, simple environment. The goal is to
detect a pair of digits that move synchronous.

• go from local to more global processingby
recurrently having multiple space iterations

• more expressive power is obtained by
alternating T ime Processing Stages with
Space Processing Stages

• useK alternating stages+ a final time stage

References
[1]Zhou et al. ECCV 2018,
[2]Lee et al. ECCV 2018,
[3]Wang and Gupta ECCV 2018,
[4]Zolfaghari et al. ECCV 2018,
[5]X ie et al. ECCV 2018,
[6]Carreira and Zisserman CVPR 2017,
[7]Wang et al. CVPR 2018
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SyncMNIST
 the complexity comes from modeling spatial and temporal interactions 

 cleaner, simpler environment. 
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Table 1: A ccuracy on SyncMNIST dataset, showing the capabili-
tiesof different partsof our model.

Model 3 SyncMNIST 5SyncMNIST

Mean+ LSTM 77.0 -
Conv + LSTM 95.0 39.7
I3D - 90.6
Non-Local - 93.5

RSTG: Space-Only 61.3 -
RSTG: Time-Only 89.7 -
RSTG: Homogenous 95.7 58.3
RSTG: 1-temp-stage 97.0 74.1
RSTG: All-temp-stages 98.9 94.5
RSTG: Positional All-temp - 97.2

Figure 3: On each row we present
frames from videos of 5SyncM -
NIST dataset. In each video se-
quence two digits follow the exact
samepattern of movement. The cor-
rect classes: "3-9" "6-7" and "9-1".

2.4 Computational complexity

We analyse the computational complexity of the RSTG model. I f N is the number of nodes in a
frame and E the number of edges, we haveO(2E ) messages per space-processing stage, as there are
two different spatial messages in each edge direction. W ith a total of T time steps and K (=3) spatio-
temporal message passing iterations, each of the K spatial message passing iterations is preceded by
a temporal iteration, resulting in a total complexity of O(T ⇥ ( 2E ) ⇥ K + T ⇥ N ⇥ (K + 1)).
Note that E is upper-bounded by N (N − 1)/ 2. Without the factorisation, with messages between all
the nodes in time and space (similar to [32, 33]), we would arrive at a complexity of O(T2⇥N 2⇥K )
in thenumber of messages, which isquadratic in time. Note that our lower complexity isdue to the
recurrent natureof our model and thespace-time factorization.

3 Exper iments

We perform experiments on two video classification tasks, which involve complex object interactions.
We experiment on a video dataset that we create synthetically, containing complex patterns of move-
ments and shapes, and on the challenging Something-Something-v1 dataset, involving interactions
between ahuman andother objects[54].

3.1 Learningpatternsof movementsand shapes

There are not many available video datasets that require modeling of difficult object interactions.
Improvements are often made by averaging the final predictions over space and time [38]. The
complex interactions and the structure of the space-time world stil l seem to escape the modeling
capabilities. For this reason, and to better understand the role played by each component of our model
in relation to somevery strongbaselines, we introduceanovel dataset, namedSyncMNIST.

We make several M NIST digits move in complex ways. We designed the dataset such that the
relationships involved are challenging in both space and time. The dataset contains 600K videos
showing multiple digits, where all of them move randomly, apart from a pair of digits that moves
synchronously -that specific pair determines the class of the activity pattern, for a total of 45 unique
digit pairs (classes) plusoneextraclass (nopair issynchronous).

In order to recognize the pattern, a given model has to reason about the location in space of each digit,
track them across the entire time in order to learn the association between a label and a pair of digits
that moves synchronously. The data has 18⇥18 size digits moving on a black 64⇥64 background
for 10 frames. In Fig. 3 we present frames from three different videos used in our experiments. We
trained and evaluated our models first on an easier 3 digits (3SyncMNIST) dataset and then, only the
best modelswere trained and tested on theharder 5 digitsdataset (5SyncMNIST).

We compared against four strong baseline models that are often used on video understanding tasks.
For all tested models we used a convolutional network as a backbone. I t is a small CNN with 3 layers,

6
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Something-Something v1 
 human-object interaction dataset

 interactions between entities across the entire video are essential
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RSTG shows state of the art performance
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RSTG (Recurrent Space-time Graph Neural Networks)
 propose a general neural graph block for learning in spatio-temporal domain

 factorize space and time and process them differently

 achieves a relatively low computational complexity

 introduce a synthetic dataset involving explicit space-time interactions

 shows state-of-the-art performance on real world dataset

 Limitation
 not various experiments on other dataset

 not modeling long-range interactions
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 Install Conda
 https://www.anaconda.com/products/individual
 For Linux, 64-Bit (x86) Installer (522 MB)
• bash Anaconda-latest-Linux-x86_64.sh 

• Create the new environment with python 3.6
• conda create -n py36 python=3.6 anaconda 
• conda activate py36

• Install tensorflow-gpu 1.13.1
• conda install -c anaconda tensorflow-gpu==1.13.1

• Check tensorflow version
• python -c 'import tensorflow as tf; print(tf.__version__)'

https://www.anaconda.com/products/individual
https://repo.anaconda.com/archive/Anaconda3-2020.02-Linux-x86_64.sh
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• Git clone
• git clone https://github.com/IuliaDuta/RSTG.git

• Download checkpoints for pre-trained models
• You can find here some checkpoint and please put the checkpoints in

./checkpoints/
• Download “model_backbone_i3d_rstg_res3_res4”

• Download Something-Something Dataset (need 26GB space)
• Download Something-Something-v1 dataset and extract it in 

./datasets/

https://drive.google.com/drive/folders/16sWXp4P7wqubFL7BcUyMExhsKPywk9Ol?usp=sharing
https://20bn.com/datasets/something-something/v1
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• Something-Something Dataset (need 14.7GB space)
• split train/valid/test with the code in this slide note (it’s not included in github

source code)

• ./scripts/create_smt-smt_dataset_train.sh

• ./scripts/create_smt-smt_dataset_valid.sh

• SyncMNIST Dataset (need 94.6GB space)
• ./scripts/create_syncMNIST.sh

• ./scripts/create_syncMNIST_test.sh
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• Something-Something Dataset
• set the flag --mode=train (in config file)

• ./scripts/run_smt-smt.sh model name

give the path to the config file
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• set_input
• create the nodes from the backbone's feature maps

• arrange regions in grids at multiple scales 
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• remap_nodes
• project features from graph to features map

• obtain features volume with the same size as the input, by projecting back 
each node into initial corresponding region
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 Time Processing Stage
 each node updates its spatial information using a recurrent function 

 no messages exchanged between different regions 

‘

Contributions

• propose a general neural graph block for
learning in spatio-temporal domain, used as
an intermediary block within any model.

• factorize space and t ime and process
them differently from an unstructured video,
achieving low computat ional complexity

• introduce a synthetic dataset involving ex-

plicit space-t ime interact ions: SyncM-
NIST

• state-of-the-art results on real world
dataset, Something-Something

Our approach:

• neural graph recurrent in space and t ime

• extract features from fixed regions in video
and use them as nodes in a graph model

• processvideoby messagepassing to get long

range interact ions: Spaceand T imeStages

Algorithm

A lgorithm 1 Space-time processing in RSTG

I nput: Features F œRT◊ H ◊ W ◊ C

repeat

vi Ω extract_ f eatures(Ft , i) ’ i

for k = 0 to K ≠ 1 do

vi = h
t ,k
i = ft ime(vi , h

t≠ 1,k
i ) ’ i

m j ,i = fsend(vj , vi ) ’ i , ’ j œ N (i)

gi = fgat her (vi , { m j ,i } j œN (i )) ’ i

vi = fspace(vi , gi ) ’ i

end for

h
t ,K
i = ft ime(vi , h

t≠ 1,K
i ) ’ i

t = t + 1

until end-of-video

vf i nal = f aggr egate({ h
1:T,K
i } ’ i )

Recurrent factorized Graph Nets are suited

for video analysis tasks heavily relying on

interactions.

Graph Creation

• extract features from 2D / 3D backbone

• arrange regions in grids at multiple scales

• each node receives information pooled from a region

• the nodes are connected if they come from neighbouring or overlapping regions

Space Processing Stage

Consists of three phases, recurrent ly applied at each t ime step:

• Send: messages represent pairwise spatial
interactions

fsend (v j , v i ) = MLPs([v j |v i ])

• Gather: aggregate received messages by
an attention mechanism

fgat her (v i ) =
ÿ

j œN ( i )

–(v j , v i )fsend (v j , v i )

• U pdate: incorporate global context into
each local information

fspace(v i ) = MLPu ([v i |fgat her (v i )])

Posit ional Awareness:

• each sourcenodeshould beawareof the
destination node’s position

• we concatenate the position of both
nodes to the input of fsend

• position is represented by a gaussian
heatmap centered in node’s location

Time Processing Stage

• across t ime, each node incorporates current spatial info into the previous time step features

• each node updates its spatial information using a recurrent funct ion

• no messages exchanged between different regions

h
t ,k
i¸ ˚ ˙ ˝

t i m e

= ft im e( vk
i¸ ˚ ˙ ˝

space

, h
t ≠ 1,k
i¸ ˚ ˙ ˝
t i m e

)

Versatile Usage

RSTG model can be used in two ways:

• R ST G-to-vec: obtain 1D vector by summing the all the nodes from the last time step

• R ST G-to-map: obtain features volume with the same size as the input, by projecting back
each node into initial corresponding region

• more flexible model, by incorporating it as a module inside any other architecture

Accuracy on Smt-Smt-v1 dataset

M odel T op-1 T op-5

C2D 31.7 64.7
T RN [1] 34.4 -
RSTG -C2D 42.8 73.6

MFNet-C50 [2] 40.3 70.9
I3D [3] 41.6 72.2
NL I3D [3] 44.4 76.0
NL I3D + Joint GCN [3] 46.1 76.8

ECOL i t e≠ 16F [4] 42.2 -
MFNet-C101 [2] 43.9 73.1
I3D [5] 45.8 76.5
S3D-G [5] 48.2 78.7

RSTG-to-vec 47.7 77.9
RSTG-to-map res2 46.9 76.8
RSTG-to-map res3 47.7 77.8
RSTG-to-map res4 48.4 78.1
RSTG-to-map res3-4 49.2 78.8

Something-Something is a real world dataset
involving human-object interactions.

Accuracy on SyncMNIST datasets

M odel 3Sync 5Sync

Mean + LSTM 77.0 -
Conv + LSTM 95.0 39.7
I3D [6] - 90.6
Non-Local [7] - 93.5

RSTG: Space-Only 61.3 -
RSTG: T ime-Only 89.7 -
RSTG: Homogenous 95.7 58.3
RSTG: 1-temp-stage 97.0 74.1
RSTG: A ll-temp-stages 98.9 94.5
RSTG: Posit ional A ll-temp - 97.2

We designed a synthetic dataset where the com-
plexity comes from the necessity of explicitly
modeling spatial and temporal interactions but
in a clear, simple environment. The goal is to
detect a pair of digits that move synchronous.

• go from local to more global processingby
recurrently having multiple space iterations

• more expressive power is obtained by
alternating T ime Processing Stages with
Space Processing Stages

• useK alternating stages+ a final time stage

References
[1]Zhou et al. ECCV 2018,
[2]Lee et al. ECCV 2018,
[3]Wang and Gupta ECCV 2018,
[4]Zolfaghari et al. ECCV 2018,
[5]X ie et al. ECCV 2018,
[6]Carreira and Zisserman CVPR 2017,
[7]Wang et al. CVPR 2018
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Space Processing Stage

send

gather

update

‘

Contributions

• propose a general neural graph block for
learning in spatio-temporal domain, used as
an intermediary block within any model.

• factorize space and t ime and process
them differently from an unstructured video,
achieving low computat ional complexity

• introduce a synthetic dataset involving ex-

plicit space-t ime interact ions: SyncM-
NIST

• state-of-the-art results on real world
dataset, Something-Something

Our approach:

• neural graph recurrent in space and t ime

• extract features from fixed regions in video
and use them as nodes in a graph model

• processvideoby messagepassing to get long

range interact ions: Spaceand T imeStages

Algorithm

A lgorithm 1 Space-time processing in RSTG

I nput: Features F œRT◊ H ◊ W ◊ C

repeat

vi Ω extract_ f eatures(Ft , i) ’ i

for k = 0 to K ≠ 1 do

vi = h
t ,k
i = ft ime(vi , h

t≠ 1,k
i ) ’ i

m j ,i = fsend(vj , vi ) ’ i , ’ j œ N (i)

gi = fgat her (vi , { m j ,i } j œN (i )) ’ i

vi = fspace(vi , gi ) ’ i

end for

h
t ,K
i = ft ime(vi , h

t≠ 1,K
i ) ’ i

t = t + 1

until end-of-video

vf i nal = f aggr egate({ h
1:T,K
i } ’ i )

Recurrent factorized Graph Nets are suited

for video analysis tasks heavily relying on

interactions.

Graph Creation

• extract features from 2D / 3D backbone

• arrange regions in grids at multiple scales

• each node receives information pooled from a region

• the nodes are connected if they come from neighbouring or overlapping regions

Space Processing Stage

Consists of three phases, recurrent ly applied at each t ime step:

• Send: messages represent pairwise spatial
interactions

fsend (v j , v i ) = MLPs([v j |v i ])

• Gather: aggregate received messages by
an attention mechanism

fgat her (v i ) =
ÿ

j œN ( i )

–(v j , v i )fsend (v j , v i )

• U pdate: incorporate global context into
each local information

fspace(v i ) = MLPu ([v i |fgat her (v i )])

Posit ional Awareness:

• each sourcenodeshould beawareof the
destination node’s position

• we concatenate the position of both
nodes to the input of fsend

• position is represented by a gaussian
heatmap centered in node’s location

Time Processing Stage

• across t ime, each node incorporates current spatial info into the previous time step features

• each node updates its spatial information using a recurrent funct ion

• no messages exchanged between different regions

h
t ,k
i¸ ˚ ˙ ˝

t i m e

= ft im e( vk
i¸ ˚ ˙ ˝

space

, h
t ≠ 1,k
i¸ ˚ ˙ ˝
t i m e

)

Versatile Usage

RSTG model can be used in two ways:

• R ST G-to-vec: obtain 1D vector by summing the all the nodes from the last time step

• R ST G-to-map: obtain features volume with the same size as the input, by projecting back
each node into initial corresponding region

• more flexible model, by incorporating it as a module inside any other architecture

Accuracy on Smt-Smt-v1 dataset

M odel T op-1 T op-5

C2D 31.7 64.7
T RN [1] 34.4 -
RSTG -C2D 42.8 73.6

MFNet-C50 [2] 40.3 70.9
I3D [3] 41.6 72.2
NL I3D [3] 44.4 76.0
NL I3D + Joint GCN [3] 46.1 76.8

ECOL i t e≠ 16F [4] 42.2 -
MFNet-C101 [2] 43.9 73.1
I3D [5] 45.8 76.5
S3D-G [5] 48.2 78.7

RSTG-to-vec 47.7 77.9
RSTG-to-map res2 46.9 76.8
RSTG-to-map res3 47.7 77.8
RSTG-to-map res4 48.4 78.1
RSTG-to-map res3-4 49.2 78.8

Something-Something is a real world dataset
involving human-object interactions.

Accuracy on SyncMNIST datasets

M odel 3Sync 5Sync

Mean + LSTM 77.0 -
Conv + LSTM 95.0 39.7
I3D [6] - 90.6
Non-Local [7] - 93.5

RSTG: Space-Only 61.3 -
RSTG: T ime-Only 89.7 -
RSTG: Homogenous 95.7 58.3
RSTG: 1-temp-stage 97.0 74.1
RSTG: A ll-temp-stages 98.9 94.5
RSTG: Posit ional A ll-temp - 97.2

We designed a synthetic dataset where the com-
plexity comes from the necessity of explicitly
modeling spatial and temporal interactions but
in a clear, simple environment. The goal is to
detect a pair of digits that move synchronous.

• go from local to more global processingby
recurrently having multiple space iterations

• more expressive power is obtained by
alternating T ime Processing Stages with
Space Processing Stages

• useK alternating stages+ a final time stage

References
[1]Zhou et al. ECCV 2018,
[2]Lee et al. ECCV 2018,
[3]Wang and Gupta ECCV 2018,
[4]Zolfaghari et al. ECCV 2018,
[5]X ie et al. ECCV 2018,
[6]Carreira and Zisserman CVPR 2017,
[7]Wang et al. CVPR 2018
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 Time Processing Stage
 each node updates its spatial information using a recurrent function 

 no messages exchanged between different regions 

‘

Contributions

• propose a general neural graph block for
learning in spatio-temporal domain, used as
an intermediary block within any model.

• factorize space and t ime and process
them differently from an unstructured video,
achieving low computat ional complexity

• introduce a synthetic dataset involving ex-

plicit space-t ime interact ions: SyncM-
NIST

• state-of-the-art results on real world
dataset, Something-Something

Our approach:

• neural graph recurrent in space and t ime

• extract features from fixed regions in video
and use them as nodes in a graph model

• processvideoby messagepassing to get long

range interact ions: Spaceand T imeStages

Algorithm

A lgorithm 1 Space-time processing in RSTG

I nput: Features F œRT◊ H ◊ W ◊ C

repeat

vi Ω extract_ f eatures(Ft , i) ’ i

for k = 0 to K ≠ 1 do

vi = h
t ,k
i = ft ime(vi , h

t≠ 1,k
i ) ’ i

m j ,i = fsend(vj , vi ) ’ i , ’ j œ N (i)

gi = fgat her (vi , { m j ,i } j œN (i )) ’ i

vi = fspace(vi , gi ) ’ i

end for

h
t ,K
i = ft ime(vi , h

t≠ 1,K
i ) ’ i

t = t + 1

until end-of-video

vf i nal = f aggr egate({ h
1:T,K
i } ’ i )

Recurrent factorized Graph Nets are suited

for video analysis tasks heavily relying on

interactions.

Graph Creation

• extract features from 2D / 3D backbone

• arrange regions in grids at multiple scales

• each node receives information pooled from a region

• the nodes are connected if they come from neighbouring or overlapping regions

Space Processing Stage

Consists of three phases, recurrent ly applied at each t ime step:

• Send: messages represent pairwise spatial
interactions

fsend (v j , v i ) = MLPs([v j |v i ])

• Gather: aggregate received messages by
an attention mechanism

fgat her (v i ) =
ÿ

j œN ( i )

–(v j , v i )fsend (v j , v i )

• U pdate: incorporate global context into
each local information

fspace(v i ) = MLPu ([v i |fgat her (v i )])

Posit ional Awareness:

• each sourcenodeshould beawareof the
destination node’s position

• we concatenate the position of both
nodes to the input of fsend

• position is represented by a gaussian
heatmap centered in node’s location

Time Processing Stage

• across t ime, each node incorporates current spatial info into the previous time step features

• each node updates its spatial information using a recurrent funct ion

• no messages exchanged between different regions

h
t ,k
i¸ ˚ ˙ ˝

t i m e

= ft im e( vk
i¸ ˚ ˙ ˝

space

, h
t ≠ 1,k
i¸ ˚ ˙ ˝
t i m e

)

Versatile Usage

RSTG model can be used in two ways:

• R ST G-to-vec: obtain 1D vector by summing the all the nodes from the last time step

• R ST G-to-map: obtain features volume with the same size as the input, by projecting back
each node into initial corresponding region

• more flexible model, by incorporating it as a module inside any other architecture

Accuracy on Smt-Smt-v1 dataset

M odel T op-1 T op-5

C2D 31.7 64.7
T RN [1] 34.4 -
RSTG -C2D 42.8 73.6

MFNet-C50 [2] 40.3 70.9
I3D [3] 41.6 72.2
NL I3D [3] 44.4 76.0
NL I3D + Joint GCN [3] 46.1 76.8

ECOL i t e≠ 16F [4] 42.2 -
MFNet-C101 [2] 43.9 73.1
I3D [5] 45.8 76.5
S3D-G [5] 48.2 78.7

RSTG-to-vec 47.7 77.9
RSTG-to-map res2 46.9 76.8
RSTG-to-map res3 47.7 77.8
RSTG-to-map res4 48.4 78.1
RSTG-to-map res3-4 49.2 78.8

Something-Something is a real world dataset
involving human-object interactions.

Accuracy on SyncMNIST datasets

M odel 3Sync 5Sync

Mean + LSTM 77.0 -
Conv + LSTM 95.0 39.7
I3D [6] - 90.6
Non-Local [7] - 93.5

RSTG: Space-Only 61.3 -
RSTG: T ime-Only 89.7 -
RSTG: Homogenous 95.7 58.3
RSTG: 1-temp-stage 97.0 74.1
RSTG: A ll-temp-stages 98.9 94.5
RSTG: Posit ional A ll-temp - 97.2

We designed a synthetic dataset where the com-
plexity comes from the necessity of explicitly
modeling spatial and temporal interactions but
in a clear, simple environment. The goal is to
detect a pair of digits that move synchronous.

• go from local to more global processingby
recurrently having multiple space iterations

• more expressive power is obtained by
alternating T ime Processing Stages with
Space Processing Stages

• useK alternating stages+ a final time stage

References
[1]Zhou et al. ECCV 2018,
[2]Lee et al. ECCV 2018,
[3]Wang and Gupta ECCV 2018,
[4]Zolfaghari et al. ECCV 2018,
[5]X ie et al. ECCV 2018,
[6]Carreira and Zisserman CVPR 2017,
[7]Wang et al. CVPR 2018
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• Something-Something Dataset
• ./scripts/run_smt-smt.sh

give the path to the config file


