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⇒ Often beyond pairwise connections!





- : a vertex set

- : a hyperedge set

- : diagonal matrix of edge weights
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 Hypergraph is a generalization of a graph in which 

an edge can connect any number of vertices.
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

- : a vertex set

- : a hyperedge set

- : diagonal matrix of edge weights
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 Hypergraph is a generalization of a graph in which 

an edge can connect any number of vertices.





Hypergraph

incidence matrix , ν × ε



6

Graph vs Hypergraph
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hypergraph Laplacian  Δ
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hypergraph Laplacian  Δ
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hyperedge convolution

spectral convolution using the truncated ChebyShev expansion 

⇒
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• hyperedge convolutional layer

HyperGraph Neural Networks

𝑁 × 𝐶1 𝑁 × 𝐶2 𝐸 × 𝐶2 𝑁 × 𝐶2
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Experiments

 Citation network classification

- Hypergraph generation
…

𝑒1

𝑒2

𝑒3

𝑒8
pairwise graph, 𝐴

Hypergraph, 𝐻
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Experiments

 Citation network classification

- Results
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 Visual object classification

• 𝐴, Affinity Matrix  (for GCN)

• 𝐻, Incidence Matrix (for HGNN)
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( 𝐷 : Euclidean distance,  ∆ : Average Euclidean distance )
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 Visual object classification

- Results
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Conclusion

 HGNN is a more general framework which is able to handle the complex 
and high-order correlations through the hypergraph structure for 
representation learning compared with traditional graph.

 HGNN generalizes the convolution operation to the hypergraph learning 
process.
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Reproduce
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visual object classfication
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∙ code at GitHub Link

Installation
- install Pytorch 0.4.0 and yaml.

- The code has been tested with Python 3.6, Pytorch 0.4.0 and CUDA 10.1 on 
Ubuntu 16.04.

Usage
- configure the “data_root” and “result_root” path in config/config.yaml.

- Download ModelNet40_mvcnn_gvcnn_feature, NTU2012_mvcnn_gvcnn_feature
and move them to data folder.

- python train.py

https://github.com/daehoum1/HGNN_reproduce
https://drive.google.com/file/d/1euw3bygLzRQm_dYj1FoRduXvsRRUG2Gr/view
https://drive.google.com/file/d/1Vx4K15bW3__JPRV0KUoDWtQX8sB-vbO5/view
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∙ A brief explaination about the code

(1) load feature

(2) construct hypergraph adjacency matrix H

(3) generate G(=                         ) for hyperedge convolutional layer

(4) build a two-layer model

(5) train
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(2) construct H by KNN

Each time one object is selected as the 
centroid, and KKN in the selected feature 
space are used to generate a hyperedge.

∆ is the average pairwise distance 
between nodes. 
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(3) generate G(=                         ) for hyperedge convolutional layer

sum along axis=1

sum along axis=0
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• Results

ReproducedPaper
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