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What I cannot create, I do not understand
-Richard Feynman
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*Q. Chen and V. Koltun. Photographic image synthesis with cascaded refinement networks. In ICCV, 2017

Scene Graph 
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Overview
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Directed Graph
• Node : Object
• Edge : Relationship

GCN (Aggregation)

Layout Prediction
• Location
• Shape

Generating Image 
• Layout + sampled Noise(z)
• Train : adversarially (𝐷𝑜𝑏𝑗 , 𝐷𝑖𝑚𝑔)

Theme : Image Generation from Scene Graphs



Scene Graph → Features
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Directed Graph
• Node : Object
• Edge : Relationship
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Scene Graph = (𝑶, 𝑬)
where 
• 𝑂 = element from object category
• 𝐸 ⊑ 𝑂 × 𝑅 × 𝑂, where 𝑅 is relation

GCN (Aggregation)

• 𝑣1, 𝑣2, 𝑣3 : object vector(node)
• 𝑣𝑟1, 𝑣𝑟2 : relation vector(edge)
• 𝑔𝑠, 𝑔𝑝, 𝑔𝑜 : MLP aggregates information

• ℎ : function that matches output vector dimension
• 𝑣1′, 𝑣2′, 𝑣3′, 𝑣𝑟1′, 𝑣𝑟2′ : Output vectors 

 relation vector : 𝑣𝑟 = 𝑔𝑝(𝑣𝑖 , 𝑣𝑟, 𝑣𝑗)

 subject vectors 𝑽𝒊
𝒔 = {𝑔𝑠 𝑣𝑖 , 𝑣𝑟, 𝑣𝑗 ; (𝒗𝒊, 𝑣𝑟, 𝒗𝒋) ∈ 𝐸)

 object vectors 𝑽𝒊
𝒐 = {𝑔𝑜 𝑣𝑗 , 𝑣𝑟, 𝑣𝑖 ; (𝒗𝒋, 𝑣𝑟, 𝒗𝒊) ∈ 𝐸)

 ⇒ 𝒗𝒊
′ = 𝒉(𝑽𝒊

𝒐 ∪ 𝑽𝒊
𝒔)



Features → Layout
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Layout Prediction
• Segmentation Mask
• Bounding Box

Mask Regression Network
• Transpose Conv Net with last sigmoid
• Soft binary 𝑀 ×𝑀 mask 
→ elementwise multiplication with input 
vector 𝑣𝑖 ∈ 𝑅𝐷

Box Regression Network
• Use GT at training

Input
Object Feature 𝑣𝑖 ∈ 𝑅𝐷

Object 𝑖’s layout

Object j’s layout

Object k’s layout

Σ



Layout → Fine Image
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Cascaded Refinement Network
• resolution doubling (nearest neighbor interpolation)
• Previous output + layout prediction → output
• First module take Gaussian noise 𝑧

Discriminator
• Discriminator 𝐷𝑖𝑚𝑔, 𝐷𝑜𝑏𝑗
• 𝐷𝑜𝑏𝑗 determines object is real or fake

• 𝐷𝑜𝑏𝑗 also use auxiliary classifier*, make the 

object recognizable

*A. Odena, C. Olah, and J. Shlens. Conditional image synthesis with auxiliary classifier gans. In ICML, 2017



Training Losses
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To Be Trained :
• Generator

• GNN
• Layout prediction
• Refinement Net

• Discriminator

• All Jointly Trained
• Update generator first, then discriminator 

Losses

• Box loss : 𝐿𝑏𝑜𝑥 = σ𝑖=1
𝑛 ||𝑏𝑖 − ෡𝑏𝑖 ||1, 𝑏𝑖 = (𝑥1, 𝑦1, 𝑥2, 𝑦2)

• Mask loss : 𝐿𝑚𝑎𝑠𝑘 = 𝑃𝑖𝑥𝑒𝑙 −𝑊𝑖𝑠𝑒 − 𝐶𝑟𝑜𝑠𝑠𝐸𝑛𝑡𝑟𝑜𝑝𝑦 of object mask

• Pixel loss : 𝐿𝑝𝑖𝑥 = | 𝐼 − መ𝐼 |1, pixel wise difference of images

• Adversarial loss : 𝐿𝐺𝐴𝑁 𝐷𝑖𝑚𝑔 , 𝐿𝐺𝐴𝑁 𝐷𝑜𝑏𝑗 , 𝐿𝐴𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑒𝑟(𝐷𝑜𝑏𝑗)



Implementation of Source Code*
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Code Structure

sg2im : master directory
└ images : results and corresponding scene graph that author provided
└ outputs : results that user generated will be saved here
└ scene_graphs : input scene graph data, file format : .json
└ scripts : source codes that author implemented

└ sg2im-models : trained parameters are saved here
└ download_OOOO.sh : download OOOO models that author trained
└ preprocess_vg.py : create word dictionaries, encode graphs
└ run_model.py : Test the trained model
└ train.py : Train the model (explained on next page)

└ sg2im : common utilities –building layer of network, crop the image, and calculate losses

*Code Link : https://github.com/google/sg2im

https://github.com/google/sg2im
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Core Modules in Source Code : train.py

1. Sg2ImModel : Main backbone of entire code
• Graph Neural Network + Mask / Box Prediction 
• 5-layer MLP with batchnormalization
• Train network in Training phase// test with this model

2. build_obj_discriminator : trained to discriminate an object in image

3. build_img_discriminator : traed to discriminate entire image 

4. build_vg_dsets :
• Draw scenegraph from dataset
• Data sampler, collator, batch-formation

5. calculate_model_losses
• total loss : bbox, pixel, mask, discriminator, auxiliary classifier



Experiments & Result
conducted by Author
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Experiments & Result

Algorithm run by student(TaeGil Ha)
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