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Pre-training GNN ?

How to pre-train GNNs ?
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Scarcity of labeled data

Out-of-distribution prediction

problem solution

Pre-training a model on 
related tasks where data is 
abundant
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Proposed strategies for pre-training GNN

Pre-train both node and graph embeddings
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Proposed strategies for pre-training GNN
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Context Prediction

비슷한 structural context를 가진 node들은 비슷한 embedding을 갖도록
 2개의 GNN을통해 학습을 수행
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Context Prediction

1. Main GNN (pre-trained model로 쓰임)
• K-layer GNN을통해 K-hop neighbor의 정보를 aggregate
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Context Prediction

2. Context GNN (auxiliary GNN)
• Context graph of node v : r1-hop과 r2-hop의사이에 있는 graph들

• Context anchor node : context graph와 K-neighbor의공통 node

• Context graph                                   embeddings of context anchor nodes              average
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Context GNN
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Context Prediction

3. Learning via negative sampling
• Jointly learn the main GNN and context GNN
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Learning objective :
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Attribute Masking

masked node(edge) attributes are predicted with GNN
 Useful for richly-annotated graphs from scientific domains

 Ex) Atom type in molecular graphs
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Supervised Attribute prediction

Graph-level multi-task supervised pre-training
 Jointly predict a diverse set of supervised labels of individual graphs

 Ex) predict all the properties of molecules measured so far
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Structural Similarity Prediction

Predict the structural similarity of two graphs
 Ex) graph edit distance, graph structure similarity

Ground truth graph distance is difficult to be found

Quadratic number of graph pairs in large dataset
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 Future work
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Overall Strategy
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Experiments and Results
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Experiments and Results
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Experiments and Results
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Conclusions

Systematic study of pre-training GNNs

Develop a novel strategy for pre-training GNNs

Consider both node-level and graph-level pre-training with an 
expressive GNN.
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Reproducing

코드가 공개된 논문입니다.

https://github.com/snap-stanford/pretrain-gnns
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https://github.com/snap-stanford/pretrain-gnns
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코드 실행 구조

1. Self-supervised pre-training

 Pretrain_masking.py

 Pretrain_contextpred.py

 Pretrain_edgepred.py

 Pretrain_deepgraphinfomax.py

2. Supervised pre-training

 Pretrain_supervised.py

3. Fine-tuning

 Finetune.py
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• Pretraining 방법
• Context prediction + supervised pretraining

• 데이터셋 : BACE 데이터 셋

• Finetuning 시행
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코드 실행 예시

With pretraining

Without pretraining


