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Introduction

What | cannot create | do not understand
-Richard Feynman

Sentence

A sheep by another
sheep standing on the
grass with sky above and
a boat in the ocean by a
tree behind the sheep
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Introduction

Sentence Scene Graph
A sheep by another sheep + by + s+heep
sheep standing on the boat’> in  standin
> gon -
grass with sky above and ‘ e ¥ ‘
a boat in the ocean by a B~ hY RS
tree behind the sheep behind <—tree  above
Scene Graph Proposed
Generation* Method
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Overview

Graph Layout prediction
Convolution —p
Downsample

Noise Conv Upsample

man <= right of <= man

¥ \

throwing boy <= behind

} l y
frisbee on ===p patio

Input: Scene graph

) 4

Directed Graph  GCN (Aggregation)

Object
features

Cascaded Refinement Network Output: Image

N

* Node : Object . . .
. : i : Layout Prediction Generating Image
Edge : Relationship . .
« Location « Layout + sampled Noise(z)
 Shape « Train : adversarially (Dypj, Dimg)
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Scene Graph — Features

Graph Layout predictio :

Convolution

GCN (Aggregation)

V1—l-Vr1—I-V74I—VIQi—V3

man <= right of <= man

Input: Scene graph

Object

‘ features
e o o e e o o o mm o e e o mm o mm mm mm mw Em Em o ®

Directed Graph
* Node : Object
« Edge : Relationship

I
I
I
I
I
I
[ throwing boy <= behind
I
I
I
I
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vy, Uy, V3 . Object vector(node)

vy, Vpp - relation vector(edge)

9s 9p: 9o - MLP aggregates information

h : function that matches output vector dimension
v, vy, V3, Ve, vy’ o Output vectors

; * AR
bl | [BEnsppnioo)
frisbee on == patio : _P \J B Vr ‘_V@

Scene Graph = (0,E) v’ relation vector : v, = g, (v;, vy, V))
where v subject vectors Vi = {gs(v;, v, v;); (i, vy, ;) EE)
0 = element from object category v object vectors V{ = {g,(v}, vy, v;); (v}, vy, ¥;) € E)

« EC 0 XRxO0, where R is relation v > v;=hl;UV;)



Features — Layout

Layout Prediction : Layout prediction
« Segmentation Mask |
« Bounding Box | Onject Layout
| DxHxW
| % (O)— I — > .4&»
I T \ I Object ) iask ; . Masked embedding: l.
Embedding negtwre:rilon Mask: M x M DM
I \\ Q I Vector: D =R
‘ ! Object Layout E-n-x-Fe-a'n:ssion
I I Network bl Box ﬁ—@- |
| i | Object Layout j'
| [ I Network Scene Layout:
I & : DxHxW
| — jo= —
' Object |
: features layout |
________________ I
Mask Regression Network
« Transpose Conv Net with last sigmoid
« Soft binary M x M mask \
Input — elementwise multiplication with input
. _ D i
Object Feature v; € RD \ vector v; € R Object i's layout \
Box Regression Network / —
« Use GT at training @
Scene Layout:
DxHxW
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Layout — Fine Image

Cascaded Refinement Network Vownsample

« resolution doubling (nearest neighbor interpolation) \
Discriminator . ‘ m [

« Previous output + layout prediction — output

» First module take Gaussian noise z

e Discriminator Dimg:Dobj Noise Conv  Upsample {N| Conv

* D,,; determines object is real or fake

* D,p; also use auxiliary classifier*, make the
object recognizable

Cascaded Refinement Network Output: Image

Loan = E logD(z)+ E log(l—D(x))

I~ Preal L™~ Plake

*A. Odena, C. Olah, and J. Shlens. Conditional image synthesis with auxiliary classifier gans. In ICML, 2017
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Training Losses

Graph Layout prediction
Convolution —p
\ Downsample
man <= right of <= man —{( )~ N \
¥ \ \( { \ :
throwing boy <= behind - N Q N\ " [
frisbee on === patio i . N

& Noise Conv Upsample N Conv
Input: Scene graph

Object Scene )
Cascaded Refinement Network Output: Image
features layout
" oo Losses
« GNN * Boxloss : Lyox = Xiz1 [1b; — by |11, by = (X1, Y1, X2, ¥2)
+ Layout prediction * Mask loss : Lygsk = Pixel — Wise — CrossEntropy of object mask
> Refinement Net « Pixel loss : Ly, = ||I — I||1, pixel wise difference of images
« Discriminator )
‘ * Adversarial loss : LGAN(Dimg)' LGAN(Dobj)'LAuxiliary Classificer(Dobj)

 All Jointly Trained
« Update generator first, then discriminator
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Implementation of Source Code*

Code Structure

sg2im : master directory

L images : results and corresponding scene graph that author provided

L outputs : results that user generated will be saved here

L scene_graphs : input scene graph data, file format : ,json

L scripts : source codes that author implemented
L sg2im-models : trained parameters are saved here
L download_OOOO.sh : download OOOO models that author trained
L preprocess_vg.py : create word dictionaries, encode graphs
L run_model.py : Test the trained model
L train.py : Train the model (explained on next page)

L sg2im : common utilities —building layer of network, crop the image, and calculate losses

*Code Link : https://github.com/google/sg2im



https://github.com/google/sg2im

Implementation of Source Code

Core Modules in Source Code : train.py

1. Sg2lmModel : Main backbone of entire code
« Graph Neural Network + Mask / Box Prediction
« 5-layer MLP with batchnormalization
« Train network in Training phase// test with this model

2. build_obj_discriminator : trained to discriminate an object in image
3. build_img_discriminator : traed to discriminate entire image
4. build_vg_dsets :

« Draw scenegraph from dataset

« Data sampler, collator, batch-formation

5. calculate_model _losses
 total loss : bbox, pixel, mask, discriminator, auxiliary classifier



Experiments & Result

conducted by Author
Caption StackGAN[5Y] Ours Scene Graph

sky
A person £
o above above
skiing down a v v
slope next to REiach . 5’;‘7‘”
snow covered above below
trees [
tree

Which image matches the caption better?

33271024 692/ 1024
(32.4%) (67.6%)

User
choice

Caption StackGAN|[5Y] Owurs Scene Graph
r"i

motorcycle

A man flying |
faronghife inside  below
air while | \
riding a bike. clouds person

?

surrounding

Which objects are present? motorcycle, person, clouds

Thing 470/ 1650 772/ 1650
recall (28.5%) (46.8%)
Stuff 128573556 2071/ 3556
Recall (36.1%) (58.2%)

Method

Inception
COCO VG

Real Images (64 x 64)

16.3+04 13.94£0.5

Ours (No gconv)

Ours (No relationships)
Ours (No discriminators)
Ours (No D ;)

Ours (No D;,, )

Ours (Full model)

46+0.1 42401
3.7x0.1 49401
48+01 3.6=£0.1
5.6+0.1 50£0.2
56+0.1 5.7+£0.3
6.7+0.1 55+£0.1

Ours (GT Layout, no gconv)
Ours (GT Layout)

7.0+£02 6.0+0.2
7301 63+02

StackGAN [5Y] (64 x 64)
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Experiments & Result

Algorithm run by student(TaeGil Ha)

car on street car on street P— car on street
car on street bus on street % bus on street :,’“S o s bus on street :?“S o S?ei
line on street line on street 3 line on street A line on street '“eb°" e
sky above street sky above street line on street sky above street sky above street sky: ahovo:shrect bui(ljcy al ov:. street
e .oy building behind street pltig bolund strcet

sky above street kite in sky

-

car below kite

window on building

A

o sky above grass sky above grass " skytabgye g
sky above grass sky a Ve, grass sheep standing on grass sheep stand‘mg on grass sheep standing on grass
Sy dbiave ghis kY ahews gros sheep standing on grass ShecP standing on grass tree behind shee tree behind sheep tree behind sheep
zebra standing on grass sheep standing on grass , sheep’ by sheep , 2 sheep’ by sheep sheep’ by sheep
SN = sheep’ by sheep : sheep’ by sheep
tree behind sheep ocean by tree ocean by tree ocean by tree
T boat in ocean boat on grass
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