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Introduction

 Relational reasoning between 
distant regions in coordinate space

2



J. Y. Choi. SNU

Introduction
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 In classical CNNs, a stack of the convolutional
layers for sufficient receptive field.

 The paper propose a global reasoning unit
(GloRe) which enables interaction between 
distant parts of the input data in early stages
of CNN model.
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Relation reasoning

 Global aggregation from a set of features

 Projection to an interaction space where 
relational reasoning is computed

 Reverse projection to coordinate space 
for down-stream tasks
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Global Reasoning (GloRe) Unit

 GloRe unit projects features over coordinate space into interaction space (graph) 
by project function (𝜙 𝑋 ∈ ℝ𝑁×𝐶 , 𝑉 ∈ ℝ𝐿×𝐶 , 𝐵 ∈ ℝ𝑁×𝐿)

 The projection function is formulated as a linear combination of original features 
with learnable projection matrix (B)

 Node states (𝑉) is obtained by global weighted-average pooling with B
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GloRe Unit

 Treat 𝑉 as nodes of a fully connected graph

 Reasoning on the graph by learning edge weights via graph convolution.

 Two-direction 1D convolution for implement graph convolution.
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GloRe Unit

 Reverse project from interaction space to coordinate space 

 Revere Projection matrix 𝐷 = 𝐵T

 Another convolution layer for migration of the information back to original space
forming a residual path
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GloRe Unit

 Simple global reasoning method by global weighted-average pooling and GCN

 Compatibility and Light-weight
 Residual nature

 Complementary to both shallow and deeper networks
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Results

 Image classification on ImageNet
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Results

 Image segmentation on Cityscapes
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Results

 Image classification on ImageNet

 Comparison with Non-local block [1]
 Non-local block

 Deliver long-range information 
by pixel-wise self-attention

 𝑁 =
1

4
𝐶
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[1] Wang et al., Non-local neural networks, In Computer Vision and Pattern Recognition (CVPR), 2018.
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Results

 Video action recognition on Kinetics-400
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Results

 Visualization of the learned projection weights
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Conclusion

 A novel global reasoning approach
 Projection of globally aggregated features over coordinate space into an interaction space

 Relation reasoning in the interaction space

 Distributed back to coordinate space

 Global Reasoning unit (GloRe unit)

 Performance boost for a wide range of backbones and various tasks

 Code Link: https://github.com/facebookresearch/GloRe.git

 Please refer Readme for training GloRe model on Kinetics.
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Final Report (code implementation, 
additional experiments)
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최종리포트를통해본논문에서제안한 GloRe Unit을 reproduce 및코드설명

 Fine-grained image classification 실험과정및결과 (w/, w/o GloRe Unit)

Table of contents
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Global Reasoning (GloRe) Unit
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 symbol_glore.py

 Dimension reduction
by BN_AC_Conv
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Global Reasoning (GloRe) Unit
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 Generate projection matrix
by BN_AC_Conv
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Global Reasoning (GloRe) Unit
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GloRe Unit

 Construction of a fully-connected graph

 Two-directional 1D convolution for the implementation of graph convolution.
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GloRe Unit

 Reverse Projection matrix 𝐷 = 𝐵T

 BN_AC_Conv extends dimensions identical to 𝑋

 ElementWiseSum operates as residual connection.
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Experiments

 Fine-grained Image classification
 CUB200

 Fine-grained dataset

 200 bird classes, 11,788 images

 Small-scale compare to ImageNet, Kinetics

 Experimental setting (train_classifier.py)
 Backbone

 Resnet-18

 Hyper-parameter
 The number of projection matrices = 16

 Channel reduction = 256 -> 256 (no reduction)

 10 epochs training

 Training, Test batch size = 32

 Learning rate = 0.04 

 weight decay = 5e-4, momentum=0.9 (identical to a training protocol  of CUB200)
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Results

 Fine-grained Image classification on CUB200
 Top-1 accuracy after 10 epochs training

 Res3, Res4 injection of GloRe unit after residual block 3 and 4

23

Method Res3 Res4 #Params Top-1 

ResNet18

Baseline 
(w/o GloRe)

11.28M 73.23%

GloRe +1 11.53M 69.84%

GloRe +1 11.53M Failure training
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Results

 Baseline: ResNet18 w/o GloRe unit
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Results

 ResNet 18 with one GloRe unit
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Discussion

 Performance degradation about 4% on CUB200
 Expect to capture discriminative features to classify fine-grained images

 But, injection of the propose module results in degradation on the benchmark.

 Addition of GloRe unit after fourth residual block of ResNet18 introduces huge loss, not trainable 
despite learning rate tuning, unstable.

 Future Work

 Performance varying the number of projection matrices
 The paper does not specify the number of projection matrices for training. 

 Injection of GloRe unit at early layers.
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Conclusion

 Code Link: https://github.com/snow12345/GCN_PROJECT.git

 Environment
 Pytorch 1.2+

 To train Resnet18 + GloRe on CUB200
 Python train_classifier.py –gpu-id=0 –seed=0 –dataset=cub200 –lr=0.01 –pretrained
–epochs=10
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