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 PROBLEM

• Bike-sharing demand forecasting
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 PROBLEM

• Spatiotemporal data analysis via graph

Graph Bike-sharing
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 FRAMEWORK

• A graph convolutional neural network

• In this paper, just use first-order polynomial
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 FRAMEWORK

• A graph convolutional layer

We need to pre-define an adjacency matrix.
-> BUT NOT TRIVIAL
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 FRAMEWORK

• Some possible adjacency matrix
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 FRAMEWORK

• Some possible adjacency matrix
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 FRAMEWORK

• Correlations between stations are not trivial! -> Get it from data! 

Let DDGF መ𝐴 also be learnable parameter !
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 FRAMEWORK

• Two deep learning architecture with GCNN-DDGF

GCNN with FC layer GCNN with LSTM(RNN)
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 RESULT

• Forecasting accuracy

Pre-defined A
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 RESULT

• Analyze correlations between station via መ𝐴
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 RESULT

• DDGF vs Other affinity matrices

 The average edge weight is the largest when stations are 
spatially close to each other (0–1 miles)

 However, there also exist some fluctuations for a few 
communities.

 To some extent, the DDGF is like the SD ;

 However, the DDGF also reveals that the edge weight could 
still be large when two stations are far from each other.

 Therefore, the DDGF covers more heterogeneous pairwise 
information than the SD matrix.
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 RESULT

• DDGF vs Other affinity matrices

 The average edge weight is the highest when the demand 
correlation coefficient is in the range of [0.8, 1] for all eight 
communities

 However, for other demand correlation ranges, the average 
edge weights are much lower, and the curves are almost 
flat.

 The correlations between stations based on the DDGF are 
consistent with the DE and the DC matrices to some extent.

 However, the nonlinear curves also indicate that the DDGF 
covers more heterogeneous pairwise information than these 
matrices.
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 CONCLUSION

 A novel GCNN-DDGF model for station-level hourly demand prediction in a large-scale bike-
sharing network

 Automatically capturing heterogeneous pairwise correlations between stations to improve 
prediction

 The DDGF not only captures some of the same information existing in the SD, DE and DC 
matrices, but also uncovers hidden correlations among stations that are not revealed by any of 
these matrices



Thank you for Listening
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 Reproducing Results : Code

 Original Code from github of author.
 https://github.com/transpaper/GCGRNN

 Dependency in requirements.txt
 IMPORTANT : tensorflow=1.14.0

 Reproducing Code : github
 https://github.com/kjh6526/GCNfinal_GCNNDDGF

 Run main.ipynb in jupyter notebook / lab. 

https://github.com/transpaper/GCGRNN
https://github.com/kjh6526/GCNfinal_GCNNDDGF
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 Reproducing Results : main.ipynb
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 Reproducing Results : main.ipynb

Data Normalization

Split Data for Train / Test / Validation
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 Reproducing Results : main.ipynb

of GCN layers

[𝐶1, 𝐶2, … 𝐶𝑙 , … 𝐶𝑀]
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 Reproducing Results : gcn.py

Symmetric Matrix (Affinity Matrix)

Multiple GCN layers (in while: )

One Fully Connected Layer for output
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 Reproducing Results : gcn.py

Continued …

Initialize all network weights.
(Learnable parameters)
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 Reproducing Results : gcn.py

Continued …

Set loss, regularizer, optimizer. 

…

Define the whole GCNN-DDGF network.
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 Reproducing Results : gcn.py

Continued …

…

Batch Training

Calculate Val, Test loss
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 Reproducing Results : gcn.py

…

Stopping criteria
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 Reproducing Results : Run main.ipynb

…
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 Reproducing Results : Run main.ipynb

Prediction Result Plot
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 Reproducing Results : Plot the prediction result


