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● TL;DR: Generate and utilize graphs of region proposals to capture 
relationship between objects.

● Codes are available on https://github.com/jd730/STRG

https://github.com/jd730/STRG


What is Action Recognition?

● Classify which actions in a videos.

Cooking

Model

● Depending on temporal direction, label can be changed
○ Door open vs. Door close



Various Architectures for Action Recognition

Carreira, Joao, and Andrew Zisserman. "Quo vadis, action recognition? a new model and the kinetics dataset." CVPR. 2017.

● Using 3D Convolution improves the performance by using temporal information. 

● However, it is heavy and requires lots of computation.



Previous architecture
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Proposed architecture



● Extract region proposals from RPN

● Extract feature for each proposal using RoI Align

● Generate graphs; spatiotemporal graph and similarity graph.

● Graph Convolutional Network

Wang, Xiaolong, and Abhinav Gupta. "Videos as space-time region graphs." ECCV. 2018.

Videos as Space-Time Region Graphs

5



● Similarity graph – fully connected, similarity
● Spatiotemporal graph – partially connected, overlap
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● Fully connected directed graph.

● Transition matrix,           is defined as correlation btw embedded features.
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Building Graphs – Similarity Graph
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● Use spatio-temporal relation between region proposals.

● Two directed graph (forward graph, backward graph).

● If a proposal at     has an overlap with a proposal at , connect them 
(vice versa in backward graph).
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Graph Convolutions

● Features from Similarity graph and from spatiotemporal graphs are 
added in the last layer.

○ They are independent until the last layer.
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● ResNet-50 I3D backbone pretrained on Kinetics.

● RPN with ResNet-50-FPN backbone pre-trained on MSCOCO.

● Sample clips (32 frames, 6fps).

● Dataset
○ Charades: 157 classes, multi-action, 8k train, 1.8k validation.

○ Something-Something: 174 classes, single-action 86k train, 12k validation, 11k test.
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Ablation studies
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Conclusion

● Video as Space-Time Region Graph

○ shows Spatio-Temporal Information from RoIs is helpful for action 
recognition.

○ presents a novel graph representation with variant relationships between 
objects in a long range video.

○ first uses a Graph Convolutional Network for reasoning with multiple 
relation edges on video action recognition.
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Code

● Since there is no public code, I reproduce the implementation.

● https://github.com/jd730/STRG
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Experiments

● The architecture of ResNet-50 I3D(left) is quite different from 

the original ResNet-50 I3D (right)
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Retrace the History of 2D CNNs and ImageNet?", CVPR, 2018.



Change parameters

● We use ImageNet pre-trained ResNet-50-I3D.
○ Same architecture of the paper.

● We change several hyperparameters to shorten the training time.
○ batch size: 8 -> 32

○ RPN sampling interval: 2 -> 16 (due to the architecture difference)
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Training Code (including RPN sampling)
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Model (strg.py)
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Graph Generation

● module/roi_graph.py (right)

● rgcn_models.py (left)
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Graph Convolution (rgcn_models.py)
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Running
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Results
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STRG

STRG

Vanilla ResNet-50-I3D

Vanilla ResNet-50-I3D



For more details,

● Please refer to as the README.md in https://github.com/jd730/STRG
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Commit Log
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