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Graph Interpretation of Convolution operation

● We can interpret an operation of convolution filters as “aggregating features of 

spatial-wise adjacent features/pixels”
○ Most of CNNs mainly focus on spatial-wise feature aggregation



Channel-wise Aggregation

● CNNs process input data by feed-forwarding responses to subsequent layers.

● But still,
○ Filters at each layer typically respond to the input response independently. 

○ Redundant information could be accumulated across different channels in the same convolutional 

layer.

○ Need to encourage information exchange across different channels at the same convolutional layer!



Previous Works

● Squeeze-and-Excitation Networks
○ ILSVRC 2017 winner

○ Global pooling for each channel + 2 fully-connected layers

○ Adaptively recalibrates channel-wise feature responses by explicitly modelling interdependencies 

between channels.



Previous Works

● CBAM: Convolutional Block Attention Module

○ ECCV 2018

○ MaxPool + AvgPool +  2 fully-connected layers 



C3B: Channel-Attention Block

● Graph interpretation of Channel-Attention 
○ Use similarity matrix as weight of the graph.

○ Explicitly model the channel-wise interaction
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Git Repo

● https://github.com/sanghyeokchu/Channl-communication-Network

○ sh run_ccn.sh 

■ argument: --c3b 

● 0(w/o) C3B

● 1(with) C3B

○ Code analysis

■ Cross-channel Communication Networks_2019-23655 추상혁.ipynb

■ How to insert C3B into the network is notified at the end of the ipynb file.

● References
○ C3B Block

■ https://github.com/jwyang/C3Net.pytorch

○ ResNet20 CIFAR10 training code
■ https://github.com/akamaster/pytorch_resnet_cifar10

https://github.com/sanghyeokchu/Channl-communication-Network
https://github.com/jwyang/C3Net.pytorch
https://github.com/akamaster/pytorch_resnet_cifar10


Requirements

● Requirements: 
○ pytorch

○ torchvision

○ scipy



Experimental Result

● Trained on CIFAR-10 dataset 
○ Top1 accuracy 

○ w/o C3B

■ ResNet20: 88.83 @ epoch 150

■ ResNet110: 90.11 @ epoch 150

○ With C3B

■ ResNet20: 88.31 (-0.52%) @ epoch 150

■ ResNet110: 91.47 (+1.36%) @ epoch 150

○ More powerful when it is attached on large model.



Summary

● By designing a C3B to make channels communicate each other in explicit way,
○ Channels at the same layer can capture global information and calibrate with other channels

○ Therefore models can learns more diverse and complementary representations.

○ It can be added to any network regardless of its architecture


