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1. Release of large-scale datasets

2. Inevitable label noise

3. Using minimal supervision of labels

(*DCASE 2019 challenge task 2)
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Small but

Curated dataset

MT-GCN For Multi-Label Audio Tagging With Noisy Labels

Multi-task Graph Convolution Network (MT-GCN) that using

Ontology-based domain knowledge as a regularization

in a multi-task learning setup to deal with label noise
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Predict for both of the noisy-labeled data

and curated data (hard parameter sharing)

Shared network architecture : ResNet-101

Network input : audio spectrogram

Short time Fourier transform (STFT)
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2.  Methodology

Using Google *AudioSet

Very large dataset in audio domain

632 audio event classes

2.1 million of annotated video

Benchmark dataset in this paper (FSDKaggle2019 – 80 classes)

followed subset of label ontology of AudioSet.
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Graph Convolution module – Ontology Based Affinity Matrix

2.  Methodology

- Method 1

Edge is 1 if two labels in benchmark dataset have same parents in ontology

- Method 2

Train GCN using all (~632) classes in Ontology, then slice out only 80
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Limitation of reproducing

Unfortunately there is no reproducible code for this paper (MT-GCN), and 

further, there is no detail experimental settings such as ‘batch size’, ‘input audio 

length’, ‘model selection method’, or even any training hyper parameters.

Therefore, all the experimental settings are chosen naively, but partially 

(especially for baseline model) followed the technical report 1 (Akiyama et al) 

which ranked 1st in DCASE2019 challenge task2. The title of the DCASE2019 

task2 is 'Audio tagging with noisy labels and minimal supervision', which used 

the same dataset with this paper. Note that DCASE model utilized various 

machine learning techniques such as ensembles, but did not used any graph 

based techniques.

4.  Reproducing Experiments

1 Akiyama, Osamu, and Junya Sato. Multitask learning and semisupervised learning with noisy data for 

audio tagging. DCASE2019 Challenge, Tech. Rep, 2019.

DCASE : Detection and Classification of Acoustic Scenes and Events



References for Reproducing

For preprocessing and baseline model (=DCASE model) – partially followed

Akiyama, Osamu, and Junya Sato. Multitask learning and semisupervised learning with noisy 

data for audio tagging. DCASE2019 Challenge, Tech. Rep, 2019.

https://github.com/OsciiArt/Freesound-Audio-Tagging-2019

For extracting embedding of graph data (GCN) – partially followed

Chen, Zhao-Min, et al. "Multi-label image recognition with graph convolutional 

networks." Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 

2019.

https://github.com/Megvii-Nanjing/ML-GCN

Google AudioSet Ontology data

https://github.com/audioset/ontology

4.  Reproducing Experiments

https://github.com/OsciiArt/Freesound-Audio-Tagging-2019
https://github.com/Megvii-Nanjing/ML-GCN
https://github.com/audioset/ontology


Experimental Settings - Preprocessing (Following DCASE model 1)

Waveform

sampling rate 44.1 kHz (original data), input audio length 4 sec (slicing part is 

randomly selected from various length of audio). 

Log mel spectrogram

128 mel frequency channel, 347 STFT hop size, 128 Hz time resolution, 

converting power to dB, normalized by the mean and standard deviation of each 

data.

Simple augmentation techniques

MixUp (H. Zhang et al), SpecAugment (D. S. Park et al), gain augmentation.

4.  Reproducing Experiments

1 Akiyama, Osamu, and Junya Sato. Multitask learning and semisupervised learning with noisy data for 

audio tagging. DCASE2019 Challenge, Tech. Rep, 2019.



Experimental Settings - Models

Baseline model

As mentioned in MT-GCN paper, ResNet101 architecture is used. But detail 

settings such as dropout or feature dimension are partially similar to DCASE 

model.

4.  Reproducing Experiments

1 Chen, Zhao-Min, et al. "Multi-label image recognition with graph convolutional networks." Proceedings 

of the IEEE Conference on Computer Vision and Pattern Recognition. 2019.

MT-GCN model

For extracting embedding of 

graph data using Graph 

Convolutional Network (GCN), 

parameters partially followed 

Chen, Zhao-Min, et al 1.



Experimental Settings – training

Loss : Binary Cross Entropy with Logit loss

Batch Size : 16

Maximum epoch : 512 (early stopped if no performance enhance in 100 epochs)

Evaluation : 5-fold cross validation

Model selection : Choose model that has the best validation performance.

Optimizer : Adam

Learning Scheduler : Cosine annealing learning rate schedule

Evaluation metric (performance) : Lwlrap 1

(

Training time : about 4 days for 1 model training (with GTX 1080 ti)

4.  Reproducing Experiments

1 http://dcase.community/challenge2019/task-audio-tagging

http://dcase.community/challenge2019/task-audio-tagging


Results

4.  Reproducing Experiments

Model Lwlrap

MTN (base) 0.6794

MT-GCN1 0.6941

MT-GCN2 0.7178

MT-GCN3 0.7244

MT-GCN4 0.7405

Model Lwlrap

MTN (base) 0.5697

MT-GCN1 0.5670

MT-GCN2 0.5610

MT-GCN3 0.5474

MT-GCN4 -

Original (MT-GCN paper) Reproduced

- Reproduced performances are much less than paper performances

- Also according to the reproduced performance, there is no performance gain through 

proposed MT-GCN methods



Review for low performance (of reproduced) 

4.  Reproducing Experiments

- Various hyper-parameter settings are not released in paper. (input settings, 

train hyper parameter, details of model architecture.. etc)

- Many related work uses batch size 64 (including DCASE model), but we used 

batch size 16 due to memory issue.

- Affinity matrix settings are not clear (For co-occurence based affinity matrix, 

we followed method similar to Chen, Zhao-Min, et al, but for ontology based 

affinity matrix which is core proposed technique of the paper, we followed 

the light instructions in paper. But details like post-processing or normalizing 

strategies are not released.

- May have code mistake..



Github link for reproducing code

4.  Reproducing Experiments

https://github.com/jaejunL/GCN_final

(Q&A : jjlee0721@snu.ac.kr)

https://github.com/jaejunL/GCN_final


5.  Conclusion

audio tagging 

noisy labels ontology-based

ontology

regularization

multi-tasking learning




