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DGCNN (Dynamic graph CNN for learning on point clouds), 2019

 CNN based high-level task on point cloud

 State-of-the-art on point cloud category classification, semantic segmentation 
and part segmentation
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Registraion?

 Process of transforming different sets of data into one coordinate system

 Surface data can be represented by Graph structure

 Each vertex correspond to each node and edge to edge

Goal is Finding accurate correspondence between two data
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ICP(iterative closest point)

Set correspondence point as closest point

Solve problem minimize 

Above problem Can be solved closed form by SVD of cross-
covariance matrix

Easy to fall in local minima if two point cloud
far from each other
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Deep Closest Point

 Identify sub-network architectures designed to address difficulties in the 
classical ICP pipeline

 Propose a simple architecture to predict a rigid transformation aligning two point 
clouds
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Deep Closest Point

 Initial Features

 Use PointNet and DGCNN

 PointNet use multilayer perceptron
 Each vertex are independent

 DGCNN use GCN
 Can more incorporate local neighborhood information than PointNet
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Deep Closest Point

 Attention(Transfomer[Ashish 2017])
 Sequence-to-sequence function

 Stacked encoder-decoder later

 Can learn both sequence’s information

 Residual term Depending on the order of inputs

 Modifies features associated to the points in X 
in a fashion that is knowledge about structure Y 
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Deep Closest Point

 Pointer Generation

 𝑚 𝑥𝑖 , 𝑌 can be though as a soft pointer from each 𝑥𝑖 into the elements of 𝑌

 Φ𝑦 is embedding of 𝑌

 Use the soft pointers to generate a matching averaged point in 𝑌 for each 
point in 𝑋

 Loss
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Experiment Result
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Experiment Result
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V1 is structure without attention
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Experiment Result
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V1 is structure without attention
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Experiment Result
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Experiment Result
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V1 is structure ithout attention

Modelnet40 trained Additional trained with our data
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Thank you


