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Summary of GLoMo

 Break away from the standardized norm of feature based deep transfer learning.

 Learn versatile structures in the data with data driven approach.

 Decouple features and graphs

 GLoMo learns generic latent relational graphs between pairs of data units from 
large scale data. 

 Transfer the relational graphs to downstream tasks.
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Summary of GLoMo

Pretraining Downstream
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Example of GLoMo

Over 700 million tokens
training

Transfer graph predictor

Downstream task
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Pretraining part

Input: sequence of units  𝒙 = 𝒙𝟏, ⋯ , 𝒙𝑻

Key CNN output k

Query CNN output q

Learning affinity matrix G 𝑮𝒊𝒋 =
(𝑹𝒆𝑳𝑼 𝒌𝒊𝒒𝒋+𝒃 )𝟐

σ
𝒊′
(𝑹𝒆𝑳𝑼 𝒌𝒊′𝒒𝒋+𝒃 )𝟐

After graph prediction, combine unary features of previous layers and affinity matrix 𝑓𝑡
𝑙 = 𝑣(෍

𝑗

𝐺𝑗𝑡
𝑙 𝑓𝑗

𝑙−1, 𝑓𝑡
𝑙−1)
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Pretraining part

The objective is context prediction with context length D at time t

max෍

𝑡

𝑙𝑜𝑔𝑃(𝑥𝑡+1, ⋯ , 𝑥𝑡+𝐷|𝑥𝑡, 𝑓𝑡
𝐿)
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Downstream part

-After training graph predictor from large-scale datasets, it is transferred to downstream tasks.

-Various embedding(GloVe, ELMo) can be used feature predictor of downstream tasks.

-Let the features of downstream tasks 𝐻 = ℎ1, ⋯ , ℎ𝑇

-To consider propagating the connections among multiple layers Λ𝑙 = ς𝑖=1
𝑙 𝐺𝑖
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Results

-’Self attention’ module is incorporated into all of baselines models.

-When pre-trained ‘feature transfer’ is adopted, GloMo is able to yield further improvement.

-GLoMo can be adopted to various embedding and RNN states
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Thank you


