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• Input = A (human) video segment containing activities 

• Problems : Action classification, Action detection/localization, Action prediction/forecast

• Dataset : UCF101, HMDB, Kinetics, …

• Multiple modalities : Appearance, Depth, Optical flows, and Body skeletons

1. Introduction to Human Action Recognition



2. Spatial Temporal Graph Convolutional Network

• Pipeline Overview

• Skeleton Graph Construction

Spatial temporal graph of a skeleton sequence

Edge of joint in one frame

Connection between joints in different frames



2. Spatial Temporal Graph Convolutional Network

• ST-GCN • Partition Strategies

Uni-labeling partitioning

Distance partitioning

Spatial configuration partitioning

GCN

Sampling function

Weight function

Spatial Graph Convolution

Spatial Temporal Modeling



3. Experiments & Ablation study

• Skeleton based action recognition performance on NTU-RGB+D datasets

• Mean class accuracies on the “Kinetics Motion” subset of the Kinetics dataset.



3. Experiments & Ablation study

• Exploration using ST-GCN to capture motion information in two-stream style action recognition



4. Conclusion & Limitation 

• Proposed ST-GCN, a generic graph-based formulation for modeling dynamic skeletons, 
which is the first that applies graph-based neural networks for this task.

• Proposed several principles in designing convolution kernels in ST-GCN to meet the 
specific demands in skeleton modeling.

• On two large scale datasets for skeleton-based action recognition, the proposed model 
achieves superior performance as compared to previous methods.

Contribution

Limitation

• The proposed method only finds the relationship between joints in the local area.



5. Project & Results

Data
• Florence 3D action dataset

• 9 classes : wave, drink from a bottle, answer phone,clap, 
tight lace, sit down, stand up, read watch, bow.

• 215 video samples

• There are 3d human skeleton location ground truth

• Access : 
https://www.micc.unifi.it/resources/datasets/florence-3d-
actions-dataset/

Task

• Human action classification by ST-GCN (reviewed paper)

https://www.micc.unifi.it/resources/datasets/florence-3d-actions-dataset/


5. Project & Results

Code 
• Project repository : 

• https://github.com/hongsi96/STGCN

• Dataset repository :

• https://www.micc.unifi.it/resources/datasets/florence-3d-actions-dataset/

• Benchmark code repository : 

• https://pytorch-geometric.readthedocs.io/en/latest/

• https://github.com/yysijie/st-gcn

• https://github.com/yongqyu/st-gcn-pytorch

• https://github.com/kenziyuliu/st-gcn

• https://github.com/srijandas07/st-gcn

https://github.com/hongsi96/STGCN
https://www.micc.unifi.it/resources/datasets/florence-3d-actions-dataset/
https://pytorch-geometric.readthedocs.io/en/latest/
https://github.com/yysijie/st-gcn
https://github.com/yongqyu/st-gcn-pytorch
https://github.com/kenziyuliu/st-gcn
https://github.com/srijandas07/st-gcn


5. Project & Results

Model

• Input : Skeletons of video, concatenated 32 frames for one video

• Networks : ST-GCN 3 layer (kernel size = 5)

• Fully connected layer :  192 to 9

• Loss function : Cross entropy loss for classification



5. Project & Results

Results

Validation accuracy : 1.0

Test accuracy : 0.9545

Code : https://github.com/hongsi96/STGCN

Run : sh run.sh

https://github.com/hongsi96/STGCN

