임베디드 시스템 설계 중간고사 답안
1. Explain reaction and execution constraints of an embedded system.(10 pts)
Common reaction constraints specify deadlines, throughput, and jitter; they originate from the behavioral requirements of the system. 
Common execution constraints put bounds on available processor speeds, power, and hardware failure rates
2. Describe the countermeasures for the DoS attacks for the following networks layers in the sensor networks (20 pts)
(1) in the physical layer
(2) in the link layer
(3) in the network layer
(4) in the transport layer
Defenses 부분을 써주시면 됩니다
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3. (1) Describe the 8 – stage pipeline of ARM11 and the function of each stage (5 pts)
Text에 있는 그림도 맞으며 fetch 부분을 두단계로 안 나누신 분은 4점입니다. 
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First, the shift operation was separated into a separate pipeline stage. Second, both instruction and data cache accesses are now distributed across 2 pipeline stages.
(2) Describe each of seven execution modes in ARM ISA? (5 pts)
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--User mode is the main execution mode. By running application software in user mode, the operating system can achieve protection and isolation.

--Fast interrupt processing mode is entered whenever the processor receives an interrupt signal from the designated fast interrupt source.

--Normal interrupt processing mode is entered whenever the processor receives an interrupt signal from any other interrupt source.

--Software interrupt mode is entered when the processor encounters a software interrupt instruction. Software interrupts are a standard way to invoke operating system services on ARM.

--Undefined instruction mode is entered when the processor attempts to execute an instruction that is supported neither by the main integer core nor by one of the coprocessors. This mode can be used to implement coprocessor emulation.

--System mode is used for running privileged operating system tasks.

--Abort mode is entered in response to memory faults.
4. Describe the characteristics of DSP processor architectures. (10 pts)
Fast Multipliers, Multiple Execution Units, Efficient Memory Access, Data Format, Zero-Overhead Looping, Streamlined I/O, Specialized Instruction Sets,
5. What is the Razor architecture and its usage? (10 pts)
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Figure 1. Pipeline augmented with Razor latches and control lines.





6. Explain bus invert coding and its usage? (10 pts)
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Stan and Burleson: take advantage of correlation between successive bus values.
Choose sending true or complement form of bus values to minimize toggles.
Can break bus into fields and apply bus-invert coding to each field
7. What is Dhrystone MIPS? (10 pts)
붉은 부분 의미의 내용이 있으면 맞음
The industry has adopted the VAX 11/780 as the reference 1 MIP machine. The VAX 11/780 achieves 1757 Dhrystones per second. The Dhrystone figure is calculated by measuring the number of Dhrystones per second for the system, and dividing that by 1757. So "80 MIPS" means "80 Dhrystone VAX MIPS", which means 80 times faster than a VAX 11/780. A DMIPS/MHz rating takes this normalization process one step further, enabling comparison of processor performance at different clock rates.
8. Explain each of the following steps (by using an example) in memory organization for improved data cache performance for scalar variables, based on the work done by Panda and Dutt (25 pts)

(1) Construct the closeness graph form an given access sequence
밑의 그림만 정답으로 인정합니다
e, d : e -> a -> b -> c -> d 에서 3
a, e : a -> b -> c -> d -> e에서 3, a로 오는 e의 loop로 인해 -1 하여 2
a, d : b, c, e로 인하여 3,
d, e, a까지 loop로 형성될 수 있어서 -1 하여서 2
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Figure 2. (a) Access Sequence (b) Closeness Graph

Figure 2(b) shows the Closeness Graph derived from the
Access Sequence in Figure 2(a), with M = 3.




(2) Group variables into clusters for a given L (cache line size) = 3
(refer to the procedure PerformClustering)
C1 : [b, c, d];
C2 : [a, e, g];
C3 : [x, y, f];
(3) Convert the access sequence into a cluster access sequence
                            3
 
       C3 ->C3 -> C2 -> C1 -> C1 -> C1 -> C2 -> C3 -> C2
(4) Construct the cluster inference graph using the cluster access sequence
(refer to the procedure BuildGIG)
 그림만 그리시면 3점
                  C1
             8          1
            C2          C3
                   3
C3 -> C2, C2 -> C3 -> C2 로 3
C2 -> C1, C1 -> C2  4번 실행되므로 2 * 4 = 8
C1, C3 는 default 1
(5) Assign memory location for a given CIG
(refer to the procedure AssignClusters)
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P0 : (0 – f; 1 – c(e); 2 – e(c); 3 – b) and
P1 : (0 – d; 1 – a).
P0, P1 partitioning 만 맞으면 3점으로 했습니다.
9. Explain the tagged signal model(TSM) (10 pts)
Formalism for describing aspects of MOCs for embedded system specification
A semantic framework for comparing and studying and comparing of MOCs
Very abstract: describing a particular model involves imposing further constraints that make more concrete
-A high level abstraction model: Defines processes and their interaction using signals
-Denotational view without any language
등등 TSM Process에 관해서 설명하신 분들도 내용에 따라서 점수를 드리겠습니다
10. Derive Petri models for (a) ping, (b) pong, and (c) system. (15 pts)
(refer the codes)
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11. Deriver reliability and hazard function for (a) and exponential distribution and (b) an Weibull distribution. (20 pts)
reliability function : 1 - cdf
hazard function  : pdf/(1 – cdf)
(a) PDF =
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reliability function : 
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hazard function  : 
[image: image11.wmf]q


(b) PDF = 
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reliability function : 
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12. Describe the differences between RISC and CISC. (10 pts)
· RISC.
Emphasis on software 
Single-cycle, simple instructions 
Register to register: LOAD" and "STORE“ are independent instructions 
Low cycles per second,
Large code sizes 
Spends more transistors on memory registers 
· CISC.
Emphasis on hardware 
multi-cycle, complex instructions 
Memory-to-memory: LOAD" and "STORE“ incorporated in instructions 
High cycles per second
Small code sizes
Transistors used for storing complex
13. Compare interpretive and compiled instruction set simulators. (10 pts)
· Native code execution ISS
Target application code is compiled for the host and executed on the host.
Fastest
Inaccurate  
· Interpretive ISS
Slow
Flexible and accurate
· Compiled ISS
(Binary translation) translated the target binary to the host binary
(C intermediate code) generate the C code from the target binary and compile it for the host
Fast
Accurate
14. Write an objective function for designing an instruction set with 1% instruction rule and 5% code-size rule where C = the number of cycles to execute the benchmark, S = code size, I = the number of instructions in the instruction set. (10 pts)
하나만 쓰면 5점
1% rule : 100lnC + I
5% code-size rule : 100lnC + 20lnS + I
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