임베디드 시스템 설계 기말고사 정답                                           담당 : 채수익
1.  Write down all typos and errors you found in the text. 

The point of each typo or error is calculated according to the following equation.

Point = (# of total examinees – # of examinees who found the same error or type)/5
맞는 것 하나에 0.5 점씩 드리겠습니다
2. (Least laxity first) Schedule the following three tasks with least laxity first scheduling. Draw the sequence of events in time. (10 pts)

 
        Arrival time 
Duration

Deadline

  T1

0

10

33

  T2

4

3

28

  T3

5

10

29

slack = d - tcurrent - x

d = deadline

tcurrent = time at which slack is computed

x = execution time of remaining portion
scheduler checks slack whenever a new job is released or a job is completed

[image: image27.wmf]
3. (Priority Inversion) 

(1) Explain what is priority inversion? (5 pts)

Priority inversion : external resources can make a low-priority process continue to execute as if it had higher priority.
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Critical Section 내용이 없으면 3점

(2) Explain and compare priority inheritance protocol and priority ceiling protocol. (10 pts)

priority inheritance

*  A task is scheduled according to its active priority. Tasks with the same priorities are scheduled FCFS.

-A task inherits the highest priority from the tasks it blocks.

-If task T1 executes P(S) but its exclusive access was granted to T2, then  T1 will be blocked.

-If priority(T2) < priority(T1), then T2 inherits the priority of T1 so that T2 can release the shared resource earlier by preventing medium-priority tasks from preempting T2 and prolonging the blocking period.. 

-When T2 executes  V(S), its original priority at the point of entry of the critical section as restored. 

priority ceiling
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Attime 4, task T1 is preempted, as before. Attime 5, T2 is now also preempted
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‘ Least Laxity (LL), Least Slack Time First (LST), and Minimum Laxity First
3 (MLF) are three names for another scheduling strategy [Liu, 2000]. According
: to LL scheduling, task priorities are a monotonically decreasing function of
the laxity (see equation 4.1; the less laxity, the higher the priority). The laxity
is dynamically changing. LL scheduling is also preemptive. Fig. 4.6 shows an
example of an LL schedule, together with the computations of the laxity.
arrival __|duration | deadline
T1 0 10 33
T2] 4 3 28 1(T1)=33-15-6=12
71 (T3)=29-15-2=12
T3] 5 10 29 A1)
T 1 1]
T2 1 =
T3 1
S e L L A I
0 2 4 \6 10 127 14 16 18 20 22 t
[ (T1)=33-4-6=23 | (T1)=33-5-6=22 [ (T1)=33-13-6=14 /(T1)=33-16-6=11
[(T2)=28-4-3=21 [(T2)=28-5-2=21 [(T2)=28-13-2=13 [ (T3)=29-16-1=12
[(T3)=29-5-10=14 [ (T3)=29-13-2=14
Figure 4.6. Least laxity schedule





4. (NAND flash file system) 
(1) Compare NAND and NOR flash memories in the following items. (8 pts)

   Cost-per-bit, standby power, active power, read speed, write speed, memory capacity, 

[image: image21.wmf]file storage usage, code execution usage
(2) Explain the characteristics of NAND flash file system. (7 pts)
Log-structured file system
Stores log of changes to file, not the original file.

-Also known as journaling.

-Developed for general-purpose systems, useful for flash.

Conventional file systems tend to lay out files with great care for spatial locality and make in-place changes to their data structures in order to perform well on magnetic disks, which tend to seek relatively slowly.

The design of log-structured file systems is based on the hypothesis that this will no longer be effective because ever-increasing memory sizes on modern computers would lead to I/O becoming write-heavy because reads would be almost always satisfied from memory cache. A log-structured file system thus treats its storage as a circular log and writes sequentially to the head of the log. This maximizes write throughput on magnetic media by avoiding costly seeks.

5. (Text 291 page) Derive Poisson distribution from binomial distribution. (10 pts)
As n approaches ∞ and p approaches 0 while np remains fixed at λ > 0 or at least np approaches λ > 0, then the Binomial(n, p) distribution approaches the Poisson distribution with expected value λ. 

n -> ∞  np -> λ 를 쓰면 3점, 전개과정 없이 결과만 쓰면 5점 
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which now assumes the Poisson distribution
More generally, whenever a sequence of binomial random variables with parameters n and p, is such that

o =

the sequence converges in distribution to a Poisson random variable with mean A (see, e.g. law of rare events ).




6. Explain what are the wormhole routing and the virtual cut-through routing. (10 pts) 
Wormhole routing is widely used in interconnection networks for multiprocessors. A packet is split into several flits(short for flow control digits). The header flit determines the route that the remaining flits in the packet will follow. If the header flit is blocked, it blocks until the channel is ready. The trailing flits are stored in flit buffers along the route.
Virtual cut-through routing is similar to wormhole routing, but it ensures that the entire path is available before starting transmission. Virtual channel were originally introduced to solve the problem of deadlock in wormhole-switched networks.

7. (Stone multiprocessor scheduling) Partition the following 7 processes into two processors based on the process communication model and process execution costs in figures 17 and 18.

Write down all the following intermediate results to justify your solution. (10 pts)
[image: image22.wmf]
[image: image23.png]PCP introduced by Sha, Rajkumar, Lehoczky 1990 as improvement
of PIP

« Prevents formation of deadlock
« Prevents formation of chained blocking
Idea: extend PIP by a special granting rule for locking
a free semaphore
- rule does not allow a job to enter a critical
section if there are locked semaphores that
could block it
- =>once a job enters its first critical section it
can never be blocked by lower-priority jobs.
Method: - assign a priority ceiling to each semaphore
- priority ceiling = priority of highest-priority
job that can lock it
- job J is allowed to enter a critical section
only if its priority > all priority ceilings of
semaphore currently locked by jobs # J




[image: image4.png]In Stone’s flow network, any cut defines a valid assignment of processes to processors. Moreover, the
value of the cut is equal to the cost of the assignment it defines. For example in Fig. 19, three possible cuts
are presented. The values of the cuts are: CUTy = 74, CUT, = 42, and CUT; = 52. The minimum cut is
CUT>. Tt assigns processes pa, ps, pc, pr, and pg to processor Pi, and processes pp and pg to processor
P,. Therefore the two-processor module allocation problem reduces to determining the minimum cut in a
flow network.




(B,C,F,G)(A,D,E): 5+5+5+8+5+2+1+3+3+4=41
다른 값을 맞게 구한 것이 있으면 부분 점수를 드렸습니다
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8. (Rate analysis: text 347 page) Find the actual rate interval for the consumer SSC2 in the following process model. Write down all the following intermediate results to justify your solution. (10 pts)
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9. (Force-directed scheduling) Find a force-directed scheduling for the control data flow graph (CDFG) in fig. 3. Write down all the following intermediate results to justify your solution. (20 pts)
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시작 DG와 결과 DG를 맞게 그리셨으면 15점 드렸고,

중간의 self force와 successive force를 구하는 것은 양에 따라서 5점을 드렸습니다 

Step1. Evaluate time frames:

1.1. Find ASAP schedule.


1.2. Find ALAP schedule.
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Fig. 4. (1) ASAP




Step2. Update distribution graphs, using equation(1)
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Fig. 6. Distribution graphs (initial state).




Step3. Calculate self Forces for every feasible control-step, using equation(2)
Step4. Add predecessor and successor forces to self force
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Fig. 8. Time frame modifications for force calculations.




이런식

Step5. Schedule operation with lowest force; set its time frame equal to the selected c-step
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Fig. 9. Final time frames and DG's.




10. (Path-based scheduling) Find a minimum-area solution with the minimum number of control steps for the example show in figure 1.  Write down all the following intermediate results to justify your solution. (20 pts)
(Hint)

Constraint 1.  Two assignments to pc (nodes 5 and 9) should not be in the same control state

Constraint 2.  Two increments in nodes 3 and 9 should not be in the same control state. 
(1) Transform the control-flow graph into a directed acyclic graph (DAG) and keeping lists for the loops

(2) Find all paths in the DAG and schedule them AFAP independently according to the constraint in each path.
(3) Overlap the schedules in the previous step in a way that minimizes the number of control states

(4) Build the finite state machine for control
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(1) 5점
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Fig. 3. Prefeich example after loop elimination




Store 내용 표시 안 하면 3점

(2) (3) 7점 각각 constraint와 cut을 맞게 그렸으면 4점 overlap 잘 시켰으면 3점
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Fig. 6. Overlupping cuts for different paths.




(4) 8점
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Fig. 7. Building the control finite state machine for the Prefetch example.
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