
J. Y. Choi. SNU

Review: Summary questions of the last lecture

What is the meaning of eigenvalues and eigenvectors of Laplacian?

What is the meaning of the multiplicity of eigenvalue 0 of Laplacian?

What is the meaning of the smoothness of an eigenvector?

How to get the eigen-spectrum of Laplacian of the complete graph?

What is the relation btw Laplacian and random walks on undirected graphs?
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Review: Summary questions of the last lecture

What is the meaning of eigenvalues and eigenvectors of Laplacian?

→ Frequencies and its corresponding graph signals that a graph can have. 

2

A signal 𝒇 can be written as graph Fourier series:   

𝒇𝑇𝒖𝑘 =෍
𝒊

መ𝑓𝑖𝒖𝑖
𝑇𝒖𝑘 = መ𝑓𝑘 = 𝒖𝑘

𝑇𝒇𝒇 =෍
𝒊

መ𝑓𝑖𝒖𝑖 ෠𝒇 =

መ𝑓𝟏
…
መ𝑓𝑵

=
𝒖1
𝑇

…
𝒖𝑁
𝑇
𝒇

Spatial domain: 𝒇

෠𝒇 = 𝑼𝑇𝒇

Decompose signal 𝑓

Spectral domain: ෠𝒇

Reconstruct signal 𝒇

Design GCN in spectral domainDesign GCN in spectral domain



J. Y. Choi. SNU

Review: Summary questions of the last lecture

What is the meaning of the multiplicity of eigenvalue 0 of Laplacian?

→ The number of connected components in a graph.
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𝑣3

𝑣2

𝑣7

𝑣5
𝑣6

𝑣4
𝑣8

𝑣1

𝑳

2 − 1 − 1 0 0 0 0 0
−1 2 − 1 0 0 0 0 0
−1 − 1 3 − 1 0 0 0 0
0 0 − 1 1 0 0 0 0
0 0 0 0 1 0 − 1 0
0 0 0 0 0 2 − 1 − 1
0 0 0 0 − 1 − 1 3 − 1
0 0 0 0 0 − 1 − 1 2

𝑳𝟏

𝑳𝟐

[Intuitive Proof]

Letting two eigenvectors be

𝒖1 = [ 1 1 1 1 0 0 0 0]𝑇,

𝒖2 = [ 0 0 0 0 1 1 1 1]𝑇.

Then

𝑳𝒖1 = 0𝒖1, 𝑳𝒖2 = 0𝒖2.
Thus

(0, 𝒖1) and (0, 𝒖2) are eigenpairs.

The multiplicity of eigenvalue 0 of 𝐿 equals to 2.
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What is the meaning of the smoothness of an eigenvector?

→ The smoothness of a eigenvector is its eigenvalue (frequency).
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𝑆𝐺 𝒇 = 𝒇𝑇𝑳𝒇 = 𝒇𝑇𝑼𝚲𝑼𝑻𝒇 = 𝜶𝑻𝚲𝜶 = 𝜶 𝚲
𝟐 = ෍

𝟏≤𝒊≤𝑵

𝜆𝒊𝛼𝒊
𝟐, 𝜶 = 𝑼𝑻𝒇

Spectral coordinate (unique vector) of eigenvector 𝒖𝑘: 𝜶𝑘= 𝑼𝑇𝒖𝑘 = 𝒆𝑘.

𝑆𝐺 𝒖𝑘 = 𝒖𝑘
𝑇𝑳𝒖𝑘 = 𝒖𝑘

𝑇𝑼𝚲𝑼𝑇𝒖𝑘 = 𝒆𝑘
𝑇𝚲𝒆𝑘 = 𝒆𝑘 𝚲

𝟐 = ෍

1≤𝑖≤𝑁

𝜆𝑖𝑒𝑘,𝑖
2 = 𝜆𝑘
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How to get the eigen-spectrum of Laplacian of the complete graph?

→ The 1-st eigen-pair is (0, 𝟏𝑁) and compute the second eigen-pair of which 

eigenvector is orthogonal to 1-st eigenvector. The remaining ones can be 

computed to be orthogonal to the previous ones.
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If 𝒖 ≠ 𝟎 and 𝒖 ⊥ 𝟏𝑵 ⇒ σ𝑖 𝑢𝑖 = 0 . To get the other eigenvalues, we compute 

(𝑳𝑲𝑵
𝒖)1and divide by 𝑢1 (letting 𝑢1≠ 0).

(𝑳𝑲𝑵
𝒖)1 = (𝑁 − 1)𝑢1 − ෍

2≤𝑖≤𝑁
𝑢𝑖 = 𝑁𝑢1

→ (0, 𝟏𝑁), (𝑁, 1 − 1 0 …0 𝑇), …
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What is the relation btw Laplacian and random walks on undirected graphs?

→ The random walks is a stochastic process with a transition probability 𝑝𝑖𝑗 =

𝑤𝑖𝑗

𝑑𝑖
between node 𝑖 and 𝑗 of a graph with a Laplacian 𝐿 = 𝐷 −𝑊.
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Transition matrix:  𝑷 = 𝑝𝑖𝑗 = 𝑫−1𝑾 (notice 𝑳𝑟𝑤 = 𝐈 − 𝑷).

Unique stationary distribution 𝝅 = 𝜋1, … , 𝜋𝑁 where 𝜋𝑖 =
𝑑𝑖

𝑣𝑜𝑙 𝑽
.

← 𝑣𝑜𝑙 𝑮 = 𝑣𝑜𝑙 𝑽 = 𝑣𝑜𝑙 𝑾 ≜ σ𝑖 𝑑𝑖 = σ𝑖𝑗𝑤𝑖𝑗.

𝝅 =
𝟏𝑇𝑾

𝑣𝑜𝑙(𝑾)
verifies 𝝅𝑷 = 𝝅 as

𝝅𝑷 =
𝟏𝑇𝑾𝑷

𝑣𝑜𝑙(𝑾)
=

𝟏𝑇𝑫𝑷

𝑣𝑜𝑙(𝑾)
=
𝟏𝑇𝑫𝑫−1𝑾

𝑣𝑜𝑙(𝑾)
=

𝟏𝑇𝑾

𝑣𝑜𝑙(𝑾)
= 𝝅.


