Review: Summary guestions of the last lecture

What is the meaning of eigenvalues and eigenvectors of Laplacian?
What is the meaning of the multiplicity of eigenvalue O of Laplacian?
What is the meaning of the smoothness of an eigenvector?

How to get the eigen-spectrum of Laplacian of the complete graph?

What is the relation btw Laplacian and random walks on undirected graphs?
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Review: Summary guestions of the last lecture

What is the meaning of eigenvalues and eigenvectors of Laplacian?

— Fregquencies and its corresponding graph signals that a graph can have.

A signal f can be written as graph Fourier series:
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Reconstruct signal f
Spatial domain: f Spectral domain: f
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Design GCN in spectral domain Design GCN in spectral domain

J. Y. Choi. SNU



Review: Summary guestions of the last lecture

What is the meaning of the multiplicity of eigenvalue O of Laplacian?

— The number of connected components in a graph.

[Intuitive Proof] Vs

Letting two eigenvectors be
u, =[11110000]7,
u, =[00001111]".

- 2-1-1 0 0 0 0
Then ! -1 2-1 0 0 0 O
1
Lu, = 0u,, Lu, = Ou,. -1-1 3-1 0 0 0
Th 0 0-1 1 0 0 0
us _ _ 0 0 0 0 1 0-1
(0,u,) and (0, u,) are eigenpairs. L, 0 0 0 0 0 2-1-
The multiplicity of eigenvalue O of L equals to 2. 8 g 8 8 —3 :i _31—;
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Review: Summary guestions of the last lecture

What is the meaning of the smoothness of an eigenvector?

— The smoothness of a eigenvector is its eigenvalue (frequency).

S:(f) = fTLf = fTUAU"Sf = aAa = |lall} = ) Xd?, a=U"f
1<i<N
Spectral coordinate (unique vector) of eigenvector uy: a,= U'u;, = ey.

Sa() = ufLuy = uLUAU W, = efAe; = lleeld = ) AieZ; = A
1<i<N
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Review: Summary guestions of the last lecture

How to get the eigen-spectrum of Laplacian of the complete graph?
— The 1-st eigen-pair is (0,1,) and compute the second eigen-pair of which
eigenvector is orthogonal to 1-st eigenvector. The remaining ones can be

computed to be orthogonal to the previous ones.

fu+0andu L1y = },;u; = 0. To get the other eigenvalues, we compute
(Lg,u);and divide by u, (letting u,+ 0).

Ly = (N = Duy = Y w =Ny
2<I=N

- (0,1y), (N,J]1 =10 ..0]D),...

J. Y. Choi. SNU



Review: Summary guestions of the last lecture

What is the relation btw Laplacian and random walks on undirected graphs?

— The random walks Is a stochastic process with a transition probability p;; =

% between node i and j of a graph with a Laplacian L =D — W.

l

Transition matrix: P = |p;;| = D7'W (notice L,,, =1 — P).

Unique stationary distribution T = (14, ..., my) Where m; = vocll(iV)'
< vol(G) = vol(V) = vol(W) £ }.;d; = 2;; wyj.
_ 1w verifies mP = T as
T = vol(W) wE=n

_1"'wp _1'DP 1"DD7'w  1'W

b = vol(W) N vol(W) - vol(W)  vol(W) -

TT.
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