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 What does hinge loss in SVM penalize?

→Hinge loss penalizes the case that the classifier f(w, x) does not decide the 

correct class of labeled x with the score margin of y f(w, x)>=1. 
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 What does hat loss in SVM for semi-supervised learning penalize?

→Hat loss penalizes the case that the classifier f(w, x) does not decide any  

class of unlabeled x with the score margin of |f(w, x)|>=1. 
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 Why can’t we use eigenvectors to solve MinCut-based SSL in graph? 

→ It is because the eigenvector solution can not consider the labeled data.
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 What is the meaning of harmonic function in SSL?

→The harmonic function makes the label of a node to be harmonious(similar) 

with those of its neighboring nodes.
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 What is random work interpretation of harmonic function-based SSL in graph?

→The label of a node is assigned by the average of the harmonic labels of  the 

vertices that are hit by random works.  
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 What is a key point of regularized harmonic function-based SSL in graph?

→A sink node is added to allow the random work to die at any nodes, which 

reduces the misleading by outliers. 
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 What is a key point of soft harmonic function-based SSL in graph? 

→The labeled data is not constrained strictly, where noisy labels may be 

smoothed by the soft harmonic function


