Questions of the last lecture

= What does hinge loss in SVM penalize?
— Hinge loss penalizes the case that the classifier f(w, x) does not decide the
correct class of labeled x with the score margin of y f(w, x)>=1.
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Questions of the last lecture

» What does hat loss in SVM for semi-supervised learning penalize?
— Hat loss penalizes the case that the classifier f(w, x) does not decide any
class of unlabeled x with the score margin of |f(w, x)|>=1.
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Questions of the last lecture

= Why can’t we use eigenvectors to solve MinCut-based SSL in graph?
— It Is because the eigenvector solution can not consider the labeled data.

Transductive SSL with graph: fixing fori € L

min,,, 20wy (FG0 = 1)) e D (0 =)

fe(x1}tnu

Solution:
An integer program: NP hard
Can we use eigenvectors? No. Why?

We need a better way to reflect the confidence.
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Questions of the last lecture

* What is the meaning of harmonic function in SSL?
— The harmonic function makes the label of a node to be harmonious(similar)
with those of its neighboring nodes.

Relaxation: Transductive SSL with graph: fixing f(x;) fori € L

min,, Ay (£ = ()" +o0 ) () = 3

feRnﬁnu

Naive Solution
Right term solution: constrain f to match the supervised data
f(xi) =Y Vie {1, ...,nl}
Left term solution: enforce the solution f to be harmonic (cf. aggregation, rw)
Zijf(xj)wij .
X;) = Vie +1,..,n+ — y-17_ —7-1
f(xi) Zij Wij Lem Mty fu = Luu( Lulfl) = Luu(wulfl)
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Questions of the last lecture

» What is random work interpretation of harmonic function-based SSL in graph?
— The label of a node is assigned by the average of the harmonic labels of the

vertices that are hit by random works.

ij W.. 1 SO ; l T
‘ ) = +1 volt DRI
a® TN b 4 R
( ( £ ““ O 0 / Y)“‘ O 0
«\ 1‘—' - “ .‘\ ‘7» Y |
NN OO0~ SN /rfi,f/ji
(a) The electric network interpretation (b) The random walk interpretation

Random walk interpretation :
1) start from the vertex you want to label and randomly walk

S\ Wij . -
2) P(I) =5~ = P=D"W
3) finish when a labeled vertex is hit )= Zifzf(zf;)wif
i

4) f(x;)Iis assigned by average of the labels of the hit vertices.
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Questions of the last lecture

= What is a key point of regularized harmonic function-based SSL in graph?
— A sink node is added to allow the random work to die at any nodes, which
reduces the misleading by outliers.

fu= Lyy + Vgl)_l(Wulfl):

How does vy, influence the solution?
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Questions of the last lecture

= What is a key point of soft harmonic function-based SSL in graph?
— The labeled data is not constrained strictly, where noisy labels may be
smoothed by the soft harmonic function

Regularized HS objective with @ = L + y,I :
Define fl = f(xi); f = [fi! ""fnl+nu]

ny

min o (fi—yd? +Af"Qf

fE]Rnl+nu i=1

Soft constraints for f(x;) = y;, Vi € L: oo is replaced by finite values

min (f -y)'C(f -y) +f'Qf

feRnl+nu
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