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 Explain the key aspects of GAT: Graph Attention Networks.

→GAT aggregates the transformed feature vectors of neighbor nodes Θℎ𝑗
(𝑙)

by

weighting them with attention. The attention weights are generated by

applying softmax across the compatibility scores of neighbor nodes:

𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑎𝑇[Θℎ𝑖
(𝑙)
||Θℎ𝑗

(𝑙)
]). Note that 𝑎 and Θ are learnable parameters.
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 Explain the key aspects of gPool: Graph U-Nets.

→Graph U-Nets downsamples the graph using gPool, upsamples it using gUnpool, 

and transforms graph features with the simplified ChebNet. Specifically, gPool

downsamples a given graph (𝑋𝑙 , 𝐴𝑙) by selecting the top 𝑘 most

important nodes. The importance scores 𝑦 are generated by multiplying a

learnable parameter vector (1 × 1 convolution filter) 𝑝 to 𝑋𝑙 and normalizing it. 

The scores are also used to gate the graph signals of the selected nodes to

generate the output graph signals. gUnpool simply restores the graph back to its

previous structure.

Graph U-Nets downsample the graph using gPool, upsamples it using gUnpool, and transforms graph features with the simplified ChebNet. Specifically, gPool downsamples a given graph (Xl,Al) by selecting the top k most
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 Explain the key aspects of DiffPool: Hierarchical Graph Representation 

Learning with Differentiable Pooling

→DiffPool first embeds the input graph 𝑋 to 𝐻 through the simplified ChebNet

operation. Then, it generates a soft assignment matrix 𝑆 through another

simplified ChebNet operation, but this time its output is normalized with the 

softmax. Since 𝑆 provides the probability matrix for each node being assigned

to each cluster, the input graph can be pooled with 𝐻𝑝 = 𝑆𝑇𝐻 and 𝐴𝑝 = 𝑆𝑇𝐴𝑆.
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 Explain the key aspects of EigenPooling: Graph Convolutional Networks 

with EigenPooling

 EigenPooling first clusters the input graph by directly adopting Laplacian 

clustering. Then, within each cluster's sub-graph, the node features are 

smoothed by applying a hard low pass filter in the spectral domain. The 

resulting sub-graph feature vectors are averaged to obtain the feature 

vector of a representative node for each sub-graph.


