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 Describe the key aspects of Graph Diffusion-Embedding Networks.

 GDEN formulates three difusion operators ℱ𝑑(𝐴, 𝐻) from RWR, 

LapReg, and NLapReg. In particular, LapReg, and NLapReg are 

formulated from the Laplacian smoothing and regularization for 

personalized teleport. The graph diffusion operator is used for 

message passing (or aggregation) in GDEN and  the embedding is 

conducted by the normal convolution on the aggregated graph signals.
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 Describe the key aspects of Graph Diffusion Convolution(GDC).

 GDC genralizes graph diffusion by formulating it as an infinite

weighted sum of the powers of the transition probability matrix. The 

output of this formulation, 𝑆, is sparsified by extracting salient

connections from each column (e.g. top−𝑘, thresholding) and 

normalizing. The resulting matrix is column stochastic and can be

used with various graph convolution methods.
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 Describe the key aspects of Graph Learning-Convolutional Networks.

 For SSL, GLCN first predicts the link between nodes and then 

performs graph convolution. Node connectivity values are assigned 

similarly as in GAT and trained such that high values are assigned 

between nodes that have similar features. This property is forced by 

the graph learning loss proposed in the paper.


