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Introduction

= Channel capacity limit

— The maximum channel rates that can be transmitted over the
wireless channel with asymptotically small error probability,
assuming no constraints on the delay or complexity of the
encoder/decoder

= Scope
— Capacity of a single-user wireless channel where the transmitter
and/or receiver has a single antenna
= a time-invariant additive white Gaussian Noise (AWGN) channel
=« a flat fading channel
=« a frequency selective fading channel
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Capacity of AWGN Channel




Capacity in AWGN
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= Shannon Capacity

— C=Blog,(1+y)

— y=PIN,B
= Received signal-to-noise ratio (SNR)
= P :the transmitted signal power
= N,B: Noise power

— Upper bound on the data rates that can be achieved under the real system
constraints
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Capacity of a discrete channel

= Mutual information
— The average amount of information received over the channel
per symbol
— 1(X;Y) =H(X) - H(X]Y)
« H(X): the average amount of information transmitted per
symbol (entropy)

AB CD
% % % % = H(X]Y): the average uncertainty about a transmitted

| | symbol when a symbol is received, and the average
= amount of information lost over noisy channel per symbol
C: 110 (3 bits) 1

_ 3 bits " HX)= X)log——, H(X]|Y)= X, y)lo
D_lélg(ilgk;)t) (X) g; p(x)log () (X1Y) XESXZ;ESYP( y)log 1Y)

1 1
—1X;Y) = 2, p(x)log——- p(x, y)log
X; p(X) XeSXZ,yeSY p(X| y)
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Capacity of a discrete channel

1(X;Y) = H(X) -H(X | Y)

=Dy p(x)log ~ D 2 P(Xy)log
> plxy) - -
= | —
Z Z p(X, y)[ og (X) og (le)]

— Z Z p(x y) Iog p( |y) \ pP(x,y) 1o p(y[x)

p(X) p(XIy)

p(X) TP00p(y T R
1
= | -
"2 a0 y)(ogpm °gp(y|x)J
= 2 P(y)log ——— p(y) - 2% 2w PO y)log— s p(ylx)
= H(Y) - H(Y | X)
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Capacity of a Continuous Channel

=  Entropy of X

o 1
HO) = [ p(x) log S &

= Mutual Information 1(X;Y)

1X; Y) = H(X) = H(X | Y)

°00

| p(x)log

dx — _‘i EO p(x, y) log dxdy

p(x) p(xly)

(00

[ pytog—rdy— [ [* pxy)tog - dxdy
— p(y) —0 J-oo ’ p(y[x)

= H(Y) = H(Y | X)

Mobile Computing and Communication Lab.



Capacity of a Band-limited AWGN Channel (1)

= Channel capacity
— Maximum amount of mutual information 1(X;Y) per second

— Two steps
= the maximum mutual information per sample
= 2B samples per second (Nyquist’s sampling theory)

= Maximum mutual information per sample
— X, n, y: samples of the transmitted signal, noise, and received signal

—  H(ylx)
* oMy 0= [ pxy)log— - dxdy
e Ao,

. © 1
= J-_oo p(x)j‘_oo p(y | x) |Ogmdydx

« Because y=x+n, for a given x, y is equal to n plus a constant. The
distribution of y is identical to that of n except for a translation by x

" p(ylx)=p,(y-x), where p_ ()isthePDFof noise sample
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Capacity of a Band-limited AWGN Channel (1)

Hy 1) = [ pe)] . p(y 1 %) log

dydx
p(ylx) =7

o0 1
" [ ety 1xlog sy

- [, P (y-x)log s dy  [since p(y[x)= p,(y~X)]

Pn (Y—X
[ b (2)10g—— L @ -HM
= @)
s HY %) = | Hmp(x)dx

“Hm[ p(9dx = H()

" I(x;y)=H(y) - H(n)
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Capacity of a Band-limited AWGN Channel (2)

% Entropy of a band-limited white Gaussian noise with PSD N

—  Noise power : NyB

1 —72/242 X 2 [® =
= p(z)—me , Where o0 =] 7 p(z)dz

— H() =[__P(n) logﬁn)dz = %log(Znecfz)

— N is the noise power (N = ¢2)

H(n) = % log(27eN)
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Capacity of a Band-limited AWGN Channel (3)

When the signal power is S and the noise power is N, and the signal s(7) and
noise n(?) are independent, the mean square value of yis E[y*]=S+N

We should know the maximum of H(Y)

— The maximum entropy is obtained when the distribution of Y is Gaussian for a

given E[Y?]
= 1 y?/252 h 2 J'Oo 2 dv - EY2
P(y) =57 © , Where o =] y°p(y)dy = E[Y ]

1
— Hpax(Y) = Elog(Zneaz)

H  (Y)= %Iog(Zﬂe(S + N))
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Capacity of a Band-limited AWGN Channel (4)

" L xy)=H__ () -H)
1 1
= log[27e(S + N)] — > log(27eN )

1
= log(@+ )

= Channel capacity: 2xBx1__ (x;y)

S
C = Blog(l+ W)

=  Reference :B. P. Lathi, Modern Digital and Analog
Communication System, 3" Ed., Oxford. (Chapter 15)
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Capacity of Flat-Fading Channels




Capacity of Flat-Fading Channels

TRANSMITTER CHANNEL RECEIVER

i . A
: Exi] i Fy[i ‘ w
W —~  Encoder X1 : é .éf) i il Decoder  fdpm

Figure 4.1: Flat-Fading Channel and System Model.

= The channel capacity depends on the information about g[i]

— Channel side information (the value of g[i]) known to the receiver
— If the receiver reports CSI to the transmitter, the transmitter can know CSI
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CSI at Transmitter and Receiver (1)

TRANSMITTER CHANNEL RECEIVER
M
Q[I] : [I] Decoder W
ol
W Paower X[i] y[i] |_. .
— Encoder [ Control I-{ % —e{ 4 } - Channel ali]
=] Estimator
¥ ¥
Figure 4.3: System Model with Transmitter and Receiver CSI.
" The transmitter may adjust the rate and/or power based on the
reported CSI
-

When the transmitter controls merely the rate with a fixed
transmission power,

C =f Blog,(1+y)f(y)dy
0
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CSI at Transmitter and Receliver (2)

= Transmission power as well as rate can be adapted.

= Adaptation of transmission power P.(») to the received
SNR 7 subject to an average power constraint @

" average power constraint: j: P(y) f(y)dy <@

=  The (time varying) fading channel capacity with average
power constraint

C= max joooBIogz(H Ptg)yj f(y)dy

RO[RG) () dy=0

* /' the received SNR at transmission power @

_%9_ _Nr PWg _Py
N 79 9 TN T o SNR for tx power

P.(y) by reported y
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CSI at Transmitter and Receiver (3)
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[ N ] iy Decoder

A time diversity system

SYSTEM DECODER

" The range of fading values is quantized to a finite set {y; :1< j <N}
=  Foreach?;, an encoder-decoder pair for the AWGN channel with SNRPR.(7,)r;/®

"  The codeword from the corresponding encoder, X; , is transmitted with power P, (y,)
at datarate C, =Blog,({L+P(y,)y,/®)
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CSI at Transmitter and Recelver (4)

__________________________________

max fooo B log, (1 - Pf;ﬂ) f(y)dy -

= Optimal power allocation — f -

— Lagrangian = Original probiem

- - —
N

IR =] B Iog{u%} ()7 + 4| o[ R() 1)o7 |

— Differentiate the Lagrangian and set the derivate to zero

________
—————
- ~o
-
~

AJ(P(),A) AT B/In2 Yy
t £ M) =0
“HH yR()/ q’] } -

R ()

— Solve for P (y) with the constraint that P,(») >0

RO _ Y=Yy rzv SN VU, |
® 0 y<7, P /B 1
. @& Aln2® vy |

ot
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CSI at Transmitter and Receiver (5)

: P(y)y _ 1 1\ vy
= Capacity o —”(%7)“%
_ [ ==
= LO B '092[7()} Iy | 413

— Time-varying data rate : the rate corresponding to the
instantaneous SNR y is Blog,(7/y,)

— Transmission power adaption
=« Optimal power allocation (Water filling)

M: Yyvo=Yr v=v,
() 0 V<70
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CSI at Transmitter and Recelver (6)

= Water filling

g(y)

s =1/,

cutoff value

7, such that I:(%O—%/) f(y)dy =1

the better channel, the more power and the higher data rate
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CSI at Transmitter and Receliver (7)

= Channel inversion and zero outage

C =Bl E
ogz( + o

= Blog, (l+%)

Py (}’)}’)

The transmitter controls the transmission power using CSI so
as to maintain a constant received power (inverts the channel
fading)

The channel appears to the encoder and decoder as a time-
invariant AWGN channel Ny
Pr = gP(y) = ——P(¥)

transmission power: R/ ®=0/y P hi1

" o= yE[W] from [ (o/y) f(y)dy =1 ® Njy

Fading channel capacity with channel inversion is equal to
the AWGN channel capacity with SNR ©

1
C=Blog,(1+0)= Blog,| 1+
g,(1+0) gz[ E[l/j/]j ... (4.18)
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CSI at Transmitter and Recelver (8)

= Channel inversion and zero outage

A fixed data rate regardless of channel condition

One pair of encoder and decoder is designed for an AWGN
channel with SNR o and Tx power is adjusted as P.() = 7%/,

=> the simplest scheme to implement
Zero outage:
= Should maintain a constant data rate in all fading states

= Zero outage capacity is significantly smaller than Shannon
capacity on fading channel
— In Rayleigh fading, the zero outage capacity is zero

Channel inversion is common in spread-spectrum system with
near-far interference imbalances
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CSI at Transmitter and Receiver (9)

®= Truncated channel inversion
— Suspending transmission in bad fading states

— Truncated channel inversion
= Power adaptation policy that compensates only for fading above a

cutoff 7o
= RO _Jolr r=271 L (1 =
O —{ 0 y<y, where az(Eyo[l/y]) :(LO; f(y)dyj

=  Qutage probability P, = p(y < 7,)
= Outage capacity for a given P, and corresponding cutoff y,

1
E [Ly]

= Maximum outage capacity

— C(Pout): B|0g2[1+ Jp(yzyo)

Yo

C =max B Iog2[1+ J P(y = 7,) e (4.22)

1
E [Vy]
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Capacity Comparison

m  AWGEN Channel Capaciy
—— Shannon Capacity w THNRX C51(4.13)

| | % AWGN Channel Capacity
— Shannon Capacity w TXRX C5l (4.13)

+  Maximum Cutage Capacity (4.22)
Trle Zero-Outage Capacity (4.18)

+  Maximum Oulage Capacity (4.22)
Q@  Zero-Outage Capacity {4.18)

CiB (Bils/5ac/Hz)
B (Bits/SacHz)

15 20 25 20
Awverage SNR (dB)

5 10 15 20 25 o a 5 10
Awerage dB SNR (dB)

Figure 4.6: Capacity in Log-Normal Shadowing. Figure 4.7: Capacity in Rayleigh Fading.

AWGN Channel Capacity: € = fom Blog,(1+ y)f(y)dy

Shannon Capacity w Tx/Rx CSI: C = fom Blog,(v/vo)f(¥)dy
Zero-Outage Capacity: C = Blog,(1 + 1/E[1/y])

Zero-Outage Capacity: C = max,, B logz(l = 1/E},0[1/y]) p(y = vo)
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Capacity of
frequency-selective fading channel




Frequency Selective Fading Channel

Channel division into flat fading subchannel

Eﬂhere_nce
Bandwidth flat fading
1

frequency response
at time t

frequency

Channel Bandwidth

= Analysis is like that of flat fading subchannel with frequency axis
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Time-invariant Channel (1)

A time-invariant channel with
frequency response H(f ) that is
known to both transmitter and
receiver

Block fading

— Frequency is divided into
subchannels of bandwidth B, with
constant frequency response H; over
each subchannel

— P;: Tx power on the jth subchannel

— Aset of AWGN channels in parallel
with SNR (JH,|*P;/N, B, ) on the jth
channel

— Total power constraint:zj P, <{P;

n{i]

x[i] H(f) é yli]

Time-Invariant Frequency-Selective Fading Channel.

f

Figure 4.10: Block Frequency-Selective Fading

total transmission power
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Time-invariant Channel (2)

= Capacity under block fading

e
C= B, log,| 1+
maxPjéijsP gz NOBC ]

— i: 1/7/0_1/7j YiZYo
P 0 Vi <o A1
T
H,['P P
- P
7= N,B, P 1.
Water-filling i
— such that = / ):1
= ;(}7//0 I P

c=Y B Iogz[ﬁ]

1727 Yo
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