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1.1 Introduction

We will be concerned with both scalar and vector functions, in the form of fields
as well as parametric description of curves in space. Because the laws governing
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physical processes are independent of coordinate systems, vector notation is
ideally suited for expressing these laws.

A scalar is often called a zero-order tensor and a vector is a first-order tensor.
In addition to them, we shall use even more complicated quantities called ten-
sors. We will use both dyads, or second-order tensors which have a 3 x 3 matrix
form and are described by 9 scalar variables. A special third-order tensor called
the alternating tensor ¢;;;, will be frequently used in these notes.

1.1.1 Definition of domain

Some terms related to a domain are defined as follows, but we would not use
the mathematical meaning rigorously. !

(1) Open ball: Set of points x inside ball of radius a centered at the origin,
such that |z| < a.

(2) Closed ball: Set of points such that |z| < a.
(3) Sphere: Set |z| = a.

(4) Disk: 2-dimesional concept of the ball.

(5) Circle: 2-dimensional concept of the sphere.

(6) Open set D: For x € D, some sufficiently small ball centered at x belongs
to D.

(7) Boundary B of open set D: For x ¢ D, if every open ball centered at z
contains a point of D.

(8) Closure of D: Open set D plus boundary B.

(9) Connected: Each pair of points in DD can be connected by a curve lying
entirely in D.

ISee, e.g., Stakgold, 1. (1979), Green’s Functions and Boundary Value Problems, John Wiley & Sons Inc. and
Aris, R. (1962), Vectors, Tensors and the Basic Equations of Fluid Mechanics, Prentice Hall, p 44.
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(10) Domain: Open connected set, such as an open ball. The union of two
disjoint open balls is not a domain.

(11) Simply connected domain: Any all closed curves in domain D can be
shrunk into a point in D without leaving D. The curves are called ‘re-
ducible’. For example, domain between concentric spheres is simply con-
nected, but donut-shaped domain is not.

(12) Region: Domain plus all or part of boundary. Sometimes, the terms ‘do-
main’ and ‘region’ are used without distinction.

(13) Closed surface: A surface which lies within a bounded region of space and
has an inside and an outside. The Klein bottle shown in Figure 1.1 has no
inside or outside. Also there are some surfaces that do not have two sides.
The Mobius strip is the known example of these surfaces.

(14) Smooth surface: A part of a surface is called ‘smooth’ if the normal to
the surface varies continuously over that part. Some surfaces are made up
of a number of subregions which are smooth and are called ‘piecewise
smooth’.

(d)

1.1 Types of surfaces: (a) a smooth closed surface; (b) a piecewise smooth surface;
(c) a surface that is not simple connected; (d) a surface that is not closed: Klein bottle; (e) a
hemisphere: (f) Mobius strip. From Aris (1962), p. 45.
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1.1.2 Fundamental function analysis

A scalar field f is defined in a region D of two- or three-dimensional space with
the property that the value of f varies from point to point in ). Some concepts
and analysis for scalar functions are listed below.

(1) If lim f(z) = f(c), the function f(z) is said to be continuous at the point

T—C
r = C.

1 n
(2) The base of natural logarithm is denoted by e, where e = lim (1 + —)
n

n—=+ oo

= 2.7182818285 - - -. One often writes In(z) for log, x.

(3) By using the Euler formula e’ = cosf + i sin 6, the real sine and cosine
function can be combined into a single function.

(4) A definite integral of a function f(z) which exists on the interval a < x <
b, can be defined by the limiting process in the sense of Riemann sum:
namely,

b ol b—a\b—a
f(z)dz = lim z;f(aﬂ' N) ~ (1.1)

(5) For function of one variable, the rule for change of variable in a definite

/f d:z:—/ f(x —du (1.2)

where we assume f(z) and f(x(u)) are continuous in the range of inte-

integral 1s

gration and x = x(u) 1s continuous and its derivative is continuous for
u < u < ug.

(6) For functions of two variables, the integral becomes

/ f(@,y) dedy = / F(a(u0), yeuv) [T dudo,  (13)
Su, Sue

d(x,y) Oxdy Oz dy

O(u,v)  Oudv Ov ou’

where Jacobian J =
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(7) For f(z,t) and % inaregion Sy, a(t) <z <b(t),t; <t <to,

b(t) bt
;%Lwf@iMx:fwmﬂU@—fm@ﬂaﬁyh/ %%m

a(t)
(1.4)
This relationship is called Leibnitz’s rule. The corresponding expression

for the integral over a two or three dimensional region is called Reynolds
transport theorem, which will be derived later.

(8) Dirac delta functions
Dirac delta function is defined as the sense of generalized functions:

/OO 5(t)dt =1 (1.5)

oo

Also, the derivative of the unit-step function:

dU(t)

The definite integral of Dirac delta function:

b 1 ifa<0<bd
/ o(t)dt = (1.7)
a 0 otherwise

Dirac delta function is combined with a regular function:

b b
/g@awﬁ:mmfawﬁ (1.8)

(9) Fourier transforms
For f(x) periodic with period 2L, then f(z) can be expressed in a Fourier
Series

WE

f(x) = % + {an cos (n—zx> +b,, sin <?>} (1.9)

1

n
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where
1 2L 1 [2L
n =7 i () COS(?) dz, bnzz i (x) sin( 7 >dx
(1.10)
The Fourier transform of a function and its inverse transform:
F(w) = / f(t)e ™ at (1.11)
1 > 1wt
flt)=— F(w) e dw (1.12)
2 J_
(10) The Laplace transform:
F(s) = / ft)e ®dt (1.13)
0
1 a+100
f(t) = —/ F(s)e™ds (1.14)

a—100

1.2 Vector Calculus

1.2.1 Definition of vector quantity

The simplest physical vector quantity is a line vector, that is, a linear displace-

ment.

Now we investigate how a line vector is transformed from one coordinate

system to another. Vector quantities are those that transform the same way in-

dependent of coordinate systems taken.

Consider two rectangular Cartesian coordinate systems rotated with respect

to one another. Let a1, as;, ag; denote the direction cosines of the x) axis, with

respect to the x1, o, T3 axes, respectively. Let a19, ass, aze denote those of xi,

12
and a3, as3, agg those of 3.

zaij represents the cosine of the angle between the x; and 1; axes.
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I3Talyd 1.2 Two Cartesian coordinate systems rotated with respect to one another. From
Aris (1962), p. 9.

Then, to find the coordinates of a point P(z,y, z) in the primed system, note
that in moving a distance x; along the x; axis you move a1 x1 along 7/, ais 71
along x}, and ay3 x; along xg; etc. Hence, the new coordinates of P are

Ty = a11%1 + a1 T2+ a31 T3

/

Ty = Q1271+ G222 + 32 T3 (1.15)
/

T3 = Q13T1 + Q23 T2 + a33 T3

Also, if we transform from 2, x5, 2% to x1, x2, 3 by a similar calculation,

we find
— / / /
T1 = Q11T+ a12T9 + A13 Ty
/ / /
T9 = a21x1+a22x2+a235z:3 (116)
/ ! /
r3 = a31x1+a32x2+a33x3

Then we express Egs. (1.15) and (1.16) in a summation notation:

3

¥ = Y ajz; for i=123 (1.17)
j=1
3

v o= Y aya) for i=123 (1.18)

j=1



1.2 Vector Calculus

13

A vector 1s defined as a set of three numbers wu, us, us, referred to a coordi-
nate system x1, o, r3, having the property that when transferred to the x}, =), x4
system the corresponding quantities are given by

3
uj=> aju; for i=1,23 (1.19)
j=1

This is really the same as our earlier definition in terms of a line vector,
because Egs. (1.17) and (1.18) are the transformation formulas for a line vector.

It is clear that, to test whether a physical quantity is a vector quantity, one
must have a definition that permits examination of its transformation formula.
Let us consider two simple examples.

(1) First, consider velocity of a point P(x1, 22, x3). The components of this

dil?l dxg

. x .
quantity along the three axes are —, —, and tg' Calculating the ve-

t dt dt
locity in the primed system, we ﬁng

de)  d < L dzy
dt = % Zaﬂ X = Zaﬁ d_tj (120)

J=1 J=1

This has exactly the form required by Eq. (1.19). Hence the velocity of a
point is a vector quantity.

(2) Next, consider the set of numbers . where u 1s a scalar function
€T

ou , ou
u(wy, x2, r3). We see how — is expressed in terms of —:

- :
oz, Oz;

‘ Jz; O

Jj=1

ou ° Ou 0z > Ou
— = = —a;; from Eq. (1.18). (1.21)
8xi Z ;8% J

Hence

1s a vector. It is actually a gradient of the scalar function.

&ci
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1.2.2 Symbol of vectors

In these notes, we denote vectors by underlined symbols and scalar numbers
by ordinary symbols. In particular, let us define three unir vectors, i, j, and
k, each having unit magnitude and being directed along x,y, and z axes of
a rectangular cartesian coordinate system respectively. For general curvilinear
coordinate systems, we denote the corresponding unit base vectors as e;, e,, and

€3.

We can write an expression for any vector a as the sum of its components;
1.e.
a=ari+ayj+azk. (1.22)
For instance, the position vector z, denoting the displacement of any point from
the origin, is
r=xi+yj+zk (1.23)

In this case we write the distance of z from the origin as r = |z| = /22 + y2 + 22
We also denote the distance between two position vectors by 7.

Let the three coordinates of a rectangular Cartesian system be called 1, x9,
and z3. Then, for a vector whose corresponding components are a1, as, and as,
we write simply a,, instead of writing down all components and unit vectors,
where the subscript is understood to take the values 1, 2, and 3. Thus a vector is
recognized by the presence of a subscript; a scalar by the absence of a subscript.
This notation of vector (tensor) analysis is the simplest one when we perform
vector operations with the least memory work.

1.2.3 Basic unit tensors

In general, in a 3-dimensional space a tensor of order (rank) m has 3™ compo-
nents,
Tijek € €5 " € for 4,7,---k=1,2,3 (1.24)

3r is also used for z herein.
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1.2.3.1 Kronecker delta tensor

The most useful tensor of order 2 is the unit tensor, denoting by doubly-
underlined upper-cased bold face:

I=0¢¢; (1.25)
with Kronecker delta ¢0;; being defined by

The contraction (inner product) of 2 unit tensors gives

I1-1=20;0j,=0u=1 (1.27)
The double contraction of 2 unit tensors (denoted by a colon) gives
l: l = 5ZJ 5ji = 5“ =d (128)

where d is the dimension of the space that we dealt with; e.g., d = 3 in 3-
dimesions.

1.2.3.2 Permutation tensor

As another example, the important tensor of order 3 is the permutation (alter-
nating) tensor:

llle>

= €ijk € € €}, (1.29)
where ¢;;;, are the Cartesian components of permutation symbol:
e =0 ifany 4,7,k equal

ejr =1 if (ijk) = (123),(231), (312) (1.30)
cjr = —1 if (ijk) = (132),(213), (321).
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1.2.3.3 Multiplication of basic tensors

We can easily see that the following formulas for ¢;; and €;;;, holds from their

definitions:
dii = 3, (1.31)
5ij Ukimi — Uklmy, (1.32)
dij €iji = 0, (1.33)

The permutation tensor is used for cross (vector) product of vectors. If we
need more than one cross products, the multiplication of two permutation ten-
sors is involved. Let us start with the rule of vector product:

€€ €€y €-€3 0i1 Oz Os3
€ijk — €; - (Qj X Qk) =& €1 & & €€ | = (53' (5]'2 5]'3 (1.34)
€€ € €9 € E3 Ok1 Ok2 O3

From Eq. (1.34), the product of two permutation tensors is written as

5i1 52’2 52’3 5m1 5m2 5m3 5im 5m 5@
€ijk €mnl — 5j1 5j2 5]'3 5711 5712 5n3 - 5jm 5]' 5j
Okt Or2 Ok3 on O O3 Okm Okn Okl

(1.35)

Contraction with respect to k, [ (i.e., k = [) yields
€ijk Emnk — 5im 5jn - 5m 6jm (136)
Making the contraction with respect to 7, n and continuing again give

€ijk €Emjk = 6im (5jj - (525] = 351m - (Sz'm =2 CSZ (137)
€ijk €ijk = 205 = 6 (1.38)

4We will follow the procedure in the text, Wu, J.-Z, Ma, H.-Y. and Zhou, M.-D. (2006), Vorticity and Vortex
Dynamics, Springer, pp. 697-698.
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The corresponding formulas in a 2-dimensional space are given by

€53 €Emn3 — djm 6jn = 5im 6jn - 5m 5jm (139)
€53 €mj3 = Oim 0j; — 0ij Ojm = 2 0im — Oim = Oim (1.40)
€ij3 €ij3 = 2 (1.41)

1.2.3.4 Example of permutation tensor

A special example of the permutation tensor can be observed in definition of
vorticity: °

gy, 1 [ Oqy 0q; 1
=w; =V =€t = = €k = | = — =L | = = €1 1.42
L= *LT ik, T ik (axj ory ) = 2 Gkt (142)
_ (Oqx  Og; )\ . . . . .
where (2, = | =— — =— ] is a spin(rotational) tensor. Also it is easily seen
837]' 83%

that, by multiplying the above equation by ¢;,,,; and using Eq. (1.34),

€lmi Wi = €lmi %eijk Qi = %(51]' Omk — Otk Ojm) Sjk = %(sz = Q) =
(1.43)
from which we have
Qj = €ijk W (1.44)
The inner product of a vector g and an antisymmetric tensor {) becomes
a-Q=aejpwp=wxXa, L-a=¢puwpa =aXxXuw. (1.45)

If the relative velocity v of any two points is {2-x where z is the relative position
vector of the two points, then the motion is due to a rigid body rotation. Here {2
relates to the angular velocity.

3See Aris, R. (1962), Vectors, Tensors and the Basic Equations of Fluid Mechanics, Prentice Hall, p. 25 and
Wu, J.-Z, Ma, H.-Y. and Zhou, M.-D. (2006), Vorticity and Vortex Dynamics, Springer, p. 698.
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Similarly, we also have

0
V- g = 8_552 (Eijk wk) = -V X Ww. (146)
Such relations between vorticity w and the spin tensor § are useful to deduce
the physical interpretation in vortex dynamics that will be described in more

detail in Chapter 6.

1.2.4 Multiplication of vectors
1.2.4.1 Scalar product

The scalar product of two vectors a and b is defined as the scalar number given
by the product of their scalar magnitudes and the cosine of the angle between
them: a-b = abcos(a-b)ora-b = a;b + as by + asbs. According to the
notation of Kronecker delta tensors, it becomes a - b = d;; a; b; = a; b;, where
summation convention has been used.

1.2.4.2 Vector product

The vector product of two vectors a and b is defined as a vector whose direction
is perpendicular to both a and b and whose magnitude is the product of their
magnitudes and the sine of the angle between them; i. e., c = a X b; w =

ab sin(a, b).

To determine the expression for a x b in terms of Cartesian components, we
may write by cyclic substitution of subscripts as an aid to memory; in a form of
tensor-notation, a X b = €;i, a; by.

1.2.4.3 Scalar triple product

The scalar triple product, a-(bx c), is a scalar number having a value equal to the
volume of the parallelepiped erected on a, b, and c. This may be expressed as,
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using the alternating tensor, a - (b x ¢) = a; €3 b; c. Obviously, the parentheses
used here are unnecessary and weseea-bXc=a xb-c=b-c X a etc.

1.2.4.4 Vector triple product

The vector triple product, a x (b X ¢), is expressed in terms of components in
the plane of b and c:

ax(bxc)=(a-c)b—(a-b)c (1.47)

This can be easily verified by using the basic formula for the alternating tensor
listed above:

a X (bxc)=empia€ijrbjcr = (0m; Ok — Omir 015) a1 bj e = ag bj e, — a; bj ¢y
(1.48)
Combining the above results one finds

ax(bxc)+bx(cxa)+ecx(axb) =0 (1.49)

1.2.5 Vector derivatives
1.2.5.1 Gradient: Vu

Consider a scalar function u = u(x, y, z) that is differentiable and has continu-
ous derivatives. Let us define the gradient of u at x, y, z as the limiting value of
a certain surface integral over a surface surrounding the point x, y, z, as follows

1
= lim — :
Vu dm %gu@ds (1.50)
where S is the area enclosing the volume AV, dS is the element of area, and n

1s the unit vector normal to the surface at each point of the surface integration.
6

6 / ---dS and % ---dS are the symbolism to indicate that the integration is over, respectively, an open surface
s s
and a closed surface.
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Now we can take AV very small, in the form of a cube, say, with sides
Az, Ay, Az. Then, neglecting second-order quantities, AV = Ax Ay Az,
and

/undS ~ —uitANyANz—ujAr ANz —ukAx Ay
. J

+ u+@Ax 1Ay Nz + u+@Ay jAx Az
ox oy =
+ (u—|— ?Az) kAx Ay (1.51)
z
ou . Ou . Ou
~ {%@—i—%l—kgﬁ}v (1.52)

Hence, in limit,

=1 | — + k — 1.53

- Ox +a oy T 0z (1.53)

We recognize this as the vector. Another symbol often used for Vu is grad w.
ou

8:132- .

In a form of tensor notation, it is

1.2.5.2 Divergence: V -v

Consider now a vector function, v = v(zx,y,z) = v1 i + vy j + v3 k, where
U1, V9, and vy are all scalar functions of x, ¥y, z, having continuous derivatives.
We define

. 1
V'Q:Alxl/nioA—Vjiﬂ.de (1.54)

Now, by calculating for a small cubical volume, you can easily confirm the
following equality:

8@1 1 81)2 1 31}3

V'Q:&U Jdy 0z

(1.55)

oL ... Oy
Another symbol used for V - v is div v. In a form of tensor notation, it is —.
L
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1.2.53 Curl: V xv

We define the curl of a vector

, 1
ny:Al‘lfrgOA—Vjiﬂxde (1.56)

and find, by considering a small cube, that

8v3 81}2 . 81)1 (91)3 . 81}2 8@1
— (DO g 9us g 9k (.57
vy (ay az>“<az 8x)‘l+<8x ay>— (157

or, to assist the memory, purely symbolically we write

ik
o 0 0
== = = 1.
v xu Oor Oy 0z (1.58)
(%] (%) (O8]

Another symbol used for curl v is V X v. In a form of tensor notation, it is
8vk

€iik —-

ijk axj

1.2.5.4 Laplacian: V3u

The Laplacian of a scalar function u(x,y, z) is defined as

Pu  Pu  0%u
2 prm— . _—
Vu=V-(Vu) 57+ Iy t 52

(1.59)

By analogy, the Laplacian of a vector function is the vector whose rectangular
Cartesian components are the Laplacian of the vector’s corresponding compo-
nents ’

Vo =i Vi + j Vi + k Vg (1.60)

7 We must do more work to find its expression in a non-Cartesian system.
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1.2.5.5 Differential operator: V

From the original definition of grad u, we can deduce that the differential du is
given by the formula, in rectangular Cartesian coordinates,
0 0 0
du=dr+ L ay+ L dz=de-vu (1.61)
ox oy 0z
where d/ is any directed line (vector) element. This means that du is the incre-
ment of u corresponding to a position increment d/.

Similarly, for a vector function v(z, y, 2),

dv = idvy+ jdvy + kdus

0 0 0 . .
= <da:£+dya—y+dzg> (gvl+lvg+ﬁv3)

= dl{- Vv (1.62)

In all of the formulas above, we consider the symbol V as representing

. .0 .
a vector operator i — + j — + k —. If you treat this operator as a vector,
P J oy y Y

ox 0z

with the appropriate vector-multiplication signs, you get the right result. Equa-
tions (1.61) and (1.62) are independent of the choice of coordinate system. As
will be seen later on, the expressions for div, grad, curl, etc. in a more general
curvilinear system do not bear much resemblance to one another.

1.2.5.6 Directed derivative

Equations (1.61) and (1.62) lead immediately to the formulas for the directed
derivative in the direction of a given vector s = s i+ S j + $3 k in rectangular
Cartesian coordinate:

v _ v (1.63)
ds
v _ v (1.64)
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: 0 0 0
Again we have defined a new vector operator: e, -V = Y + 2 + ﬁ—,
sdr s0y sO0z

where s is the magnitude of s.

1.2.6 Expansion formulas

The following formulas are of general utility. Let ¢ denote any differentiable
scalar function of z, y, z, and u, v and w any such vector functions.

V-(pu)=u-Vo+¢V-u (1.65)
Vx(pu) = (Vé) xu+¢V xu (1.66)
V-uxw)=w-Vxv—v-Vxw (1.67)

Vx(wxw)=w-Vvo+ovV-w—wV-v—v-Vw (1.68)
Vw-w)=v-Vu+w-Vo+uvx (Vxw) +wx (Vo) (1.69)

V- (Vxv)= (1.70)
V x (Vo) = (1.71)
V x (Vxv)=V(V-v) -V (1.72)

Operation on the position vector x = 1 2+ 3 J + T3 k whose magnitude is
denoted by r = |z| = \/x - z, with a constant vector g, is illustrated as follows:

Vr=z/r (1.73)
V-z=3 (1.74)
Vxz=0 (1.75)
Vr'=nr" %y (1.76)
V-(r"z) = (n+3)r" (1.77)
Vx("z)=0 (1.78)

V(") = n(n + 1) r"2 (1.79)
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V-(axz)=0 (1.80)
Vie-z)=a (1.81)
Vx(axz)=2a (1.82)
V-(axVr)=0 (1.83)
Ve(ra)=(z-a)/r (1.84)
Vx(ra)=(zxa)r (1.85)

1.3 Integral Theorems

1.3.1 Divergence theorem

Let v and v denote arbitrary scalar and vector functions of x,y, z as before.
These are assumed to be defined, continuous, and single-valued in a certain
region of space, and, moreover, that their first derivatives with respect to x, v,
and z satisfy the same requirements.

Now consider the surface integral j{ u n dS, carried over any closed surface

S
S within the region, enclosing a volume V', where n is the unit normal vector

directed outward. It is clear that, if the volume V' i1s subdivided into small vol-
ume V;, this integral equals the sum of all the integrals j{ u n dS taken over the

Si
small surfaces S;. Since integration over neighboring elements will cancel one

another, and only the integration over the outside will remain:

fundS:Zj{quS (1.86)
S S;

But, in the limit, the surface integral over the small surface become Vu dV/, ac-
cording to our definition of the gradient, Eq. (1.50), and the summation becomes

fundS:/VudV (1.87)
S \%

a volume integration:
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In particular, if u = const., Eq. (1.87) becomes

f@ds —0. (1.88)
S

It means that the integral of vectorial surface element over a closed surface must
vanish.

If u 1s taken as a negative of static pressure acting on a body submerged fully
into a fluid (i.e., u = —p = pgz, where z 1s vertically upward coordinate), the
force acting on the body is

Ez%(—p)ﬂdS:/V(ng)def(pgk)dengE (1.89)
S \%4 v

This relation is well known as the Archimedes principle for buoyancy force of
a submerged body.

By entirely analogous reasoning, using the definitions of the divergence and

%@-de:/V-de (1.90)
S 1%

]{QXQdS:/nydV (1.91)
S \%

curl, we have

and

Equation (1.90) is known as the divergence theorem, or Gauss theorem. If we
take v as fluid velocity, Egs. (1.90) and (1.91) become, respectively,

j{@-ydb*:/edv (1.92)
S Vv

%Qxde:/ng (1.93)
S \%

These equations show that the velocity components over boundary are directly

and

related with the field distribution of expansion (or compressing process) and
vorticity in fluid region.
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The three types of the theorem above can be unified by a general form:

j{(@*f) ds = /(V*f) v (1.94)
S Vv

where * denotes one of differential operator, scalar product and vector product,
and f is a scalar or vector function depending on the choice.

As an example, take f = Vu to yield

/VzudV:/V-(Vu)dV:f@-VudS:j{@dS (1.95)
1% 1% S s On

where Ou/0On is the directed derivative in the outward direction as defined in
Eq (1.63).

1.3.2 Stokes theorem

Let us apply Eq. (1.50) for definition of Vu to a very small volume element of a
thin disk with uniform height Ah and base area AS. Its volume then becomes
AS Ah. Consider the product of Vu with the outward unit normal vector to
the upper surface n,,. Then it is not difficult to prove that,

1 1
@uxVuz@uxA—vjiugdS%A—Sjiudﬁ (1.96)
where C' is the small contour that forms the boundary of AS. The line integral
in Eq. (1.96) is taken in the direction that would advance a right-hand screw in
the n direction.

Now consider a volume element with the uniform thin height and an arbitrary
base surface S. If this volume is subdivided into very small volume V; with the
same height, the above product in an integral sense can be expressed as the sum
of all the integrals taken over the small line integrals:

LﬂxVudS:‘g%Ziiudﬁ (1.97)
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Since the line integration over neighboring contour elements will cancel one
another, and only the integration over the outside contour will remain:

/QxVudS:jI{udﬁ (1.98)
S c
With this knowledge, two more important transformation theorems follow:
/@-nydSz %Q-dﬁ (1.99)
s c
/(QXV)XQCZS = %dﬁxy (1.100)
S c

The first of these is known as Stokes theorem. 8

If u 1s constant, Eq. (1.98) becomes

O:%uﬂ (1.101)
C

and if v = z, Eq. (1.100) becomes, since (n x V) x x = —2n,

/QdS: ljggx de. (1.102)
s 2 Jc

If we consider v as fluid velocity, we have the well-known relation between
vorticity flux through an open surface and circulation along the boundary of the

/Q-gdS:%y-dﬁ (1.103)
s c

By analogous reasoning, we have used the relationship,

surface:

1
@ny%—fydﬁ (1.104)
S Je

The conditions on v and v are analogous to those imposed above; that is, the
functions and their first derivations must be finite, continuous, and single-valued

8For rigorous proof, see Arfken, G. (1970), Mathematical Methods for Physicists, 2nd ed., Academic Press,
pp- 51-53.
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in the region. The surface S enclosed by the contour C' need not be flat; n is
normal to S at every point, and the direction of C'is chosen as described above.

The unified form of Stokes theorem may be written by,

/(nxV)*fdszj[dﬁ*f (1.105)
S C

1.3.3 Volume integrals of a vector

Using integration by parts, we can express the integration of f(z) by the mo-
ment of f'(x):

b b
/ f(x)dz =bf(b) —afla)— / z f(z) dx (1.106)
In a similar fashion to this one-dimensional formula, a surface or volume inte-
gral can be cast to the integrals of the first moment of the derivative of f plus
boundary integrals.

With d = 2, 3 being the space dimesion and x the position vector, we find
the vector expansion formulas:

V-(fz) = f+z(V-f) (1.107)
Vi(@f) =df+z-Vf (1.108)
Viz-f) = f+z-Vf+zx(Vx[) (1.109)
rxnxf)=n(fz)-(n2f (1.110)

From the volume integral for Eq. (1.107), we apply the divergence theorem to
find an identity:

dV = — - f)d - f)dS .
/Vi 4 /Vz(V f) V+j€g(n f) (1.111)

Another form of Eq. (1.111) can be provided as follows.
First, subtracting Eq. (1.109) from Eq. (1.108) yields

V@)~V H=@d-Df-zx(Vxf)  (L12)
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Now we take volume integrals of this equation and apply the divergence theo-
rem to find another identity, using Eq. (1.110):

/Vidv = ﬁ V@X(V dV—I——/{V (gi)—V(ig)} dV

1
= o7 2 (v dv+—j§{ z)f—n(f z)}dS

_ ﬁ [ (v x f)czv—ﬁ zx (nx f)dS  (1.113)

We note that the left-hand side of Eq. (1.112) and Eq. (1.113) is independent of
the choice of the origin of z, so must be the right-hand side.

1.3.3.1 Volume integral of first moment

We can also cast the first vector moment x x i to the second moments of V x i :

2/§><de = —/xQ(in)dVJrj{x?@xids (1.114)
14 |4

S

/szidv = /Vz{z-(in)} dV—ji{(@Xi)-z}gdS (1.115)

3/‘/z><idv = /Vgx{gx(in)}dV—jégx{gx(@xi)}dS
(1.116)

To derive Eq. (1.114) and Eq. (1.115), we have used the following relations and
then applied the divergence theorem:

Vx(*f) = V(@) x f+2°V x f
= 2z x f+2°V x [ (1.117)
V-(fxzz) = V- (fxz)z+[fxz
= z{z- fo}+f><x (1.118)
(nxf)z = n(fxx) (1.119)

Equation (1.116) is the sum of Eq. (1.114) and Eq. (1.115) by aid of the relation

zx(zxa)=z(z-a)—2*a
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1.3.4 Surface integrals of a vector

The corresponding transformation rule on surface integral is, since (n X V) X

(9z)=(nxVe)xz—(d—1)¢n,
dS = L Vo)dS d 1.120
/Sgb@ __ﬁ z X (nx Vo) —i——j{qﬁxxx (1.120)

and for d = 3, the integral of tangent vector becomes

/@xde:—/gx{(@xV)xf}dS+7{§><(dg><f) (1.121)
s = s = =

C

Equation (1.120) is a special case of Eq. (1.113) with f = V¢. Here we ap-
ply the divergence theorem for a volume integral, in which the closed boundary
surface can be regarded as being composed of two open surfaces (S and 55):

/ ondS = —ﬁ z x (nx V¢)dS (1.122)

S1+S2 S14+5

Then the surface integral over the first surface S; can be expressed in terms of
integrals over the second part of the closed surface:

1
S

1

Td—1 W(BXW)dS— dndS (1.123)

SQ S2

Use of the relation (n x V) X (¢ ) = (n X V@) X ) — (d — 1) ¢ n for the
integral over the second surface makes us to have

pndS = b x><(n><V¢)dS—|—L (nxV)x(¢x)dS
s, d—1 d—1Js,
1 1
— _ﬁ xx(nqub)dSJrﬁ CQCZ@X(QSQ)
1

1
= —H T X (nXqu)dS—l—ﬂ (¢£) X dz (1.124)
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by applying the Stokes theorem for the second integral.

Proof of Eq. (1.121)

According to the associated vector expansion formulas, we have

0
(n x V) x (i Xz) = €pil €ijk 15 a_(elmn Jm Tn)
Tk

af
= €lpi €lmn €ijk T ((9—5137: Ty + fm 5kn)

0
= (5pm 5@71 - 5pn 5zm> <€ij Uz af Ty + €ijk T fm 5kn>

Ofm 0
= €jkNn; a];k Ti — €ijk N 8f Tp + €k Ny fm Oki — €k fi
=2 (axV)—{(axV)-flz+nxf (1.125)

and, with a similar manipulation,

MxV)xfxz = z-(nxVf)=—(nxVf)z (1.126)
n ) frz+nxf (1.127)
(nxV)-(fz) = {(@xV) - flz—nxf (1.128)

Now, adding Eqgs. (1.125) and (1.128) and subtracting Eqs. (1.126) and
(1.127) from its result, we have

xV)x(fxz)+mxV) - (fz)—(rxV)x fxz—(nxV)(f z)
— nxf (1.129)

We then take a surface integral for Eq. (1.129) and use Stokes theorem to yield

jidgx(ixx)—%/sxx{nxv }dS %Cdg(ig)ij{Cdg(ig)
_/ﬂxidg (1.130)
S
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Rearranging this equation, we provide Eq. (1.121):
[nxsas =~ {fade)-a(f-do} - [ 2x{lax V) f}ds
s - c - S -
d dzx
v ]f v (] 2) - ffé v (f2)

= f{ /@ x {(nxV)x f}dS (1.131)
S

1.3.4.1 Surface integrals of first moment

The surface integrals of the first moment z X n¢ and x x (x X i ) can also be

transformed to the following alternative forms: °

_ 1[0 R
/ngwds_ 2/Sxﬂ><ng5dS 27€x odl  (1.132)
/zxnd)ds _ —/£{£~(ﬂxv¢)}d5
S S
-d 1.133

+j{c¢z(z ) (1.133)
/gxn¢d5 = z X {xx(nxVe)} dS
S

OOIHOOI'—‘
Q\e\o;\..

_l_

px x (z % dx) (1.134)

/gx(@xf)dS: S-{(nxV)xf}dS
S S

S~

S (dz x f) (1.135)

where S is the second order tensor depending only on z:

1
2

Jiep

$2£ —Trxr or Sij = .’L’2 5@']' — LT (1136)

| —

Equation (1.133) is obtained from applying the Stokes’ theorem to the sur-

9See Wu, J.-Z, Ma, H.-Y. and Zhou, M.-D. (2006), Vorticity and Vortex Dynamics, Springer, p. 702.
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face integrals of the following identity:

0

(nxV)-(pzz) = n-{Vx(pzz)} =n; {Gijk: a—%(cbxk xz)}

J

0
= n, {Ez’jk 8% T T+ @ €k Ty, 5jz}

J

= n-(Voxz)z—ognxz
= {nxV¢) -z} z+2zx(on) (1.137)

O
= n {Eijk 5y T T P €ilg SUk}

Note that Eq. (1.134) is obtained from a linear combination of Eq. (1.132) and
Eq. (1.133).

1.4 Curvilinear Coordinates on Lines and Surfaces

We are used to encounter Cartesian components in vector and tensor analysis.
In some situations, local curvilinear coordinates along a line or surface are more
convenient, especially when they orthogonal. Therefore they are as intrinsic as

possible, with an arbitrarily moving origin thereon. '°

1.4.1 Intrinsic line frame

If we are interested in the flow behavior along a smooth line C' with arc length
element ds, say a streamline or a vortex line, the intrinsic coordinate system
with origin O(x) on C has three orthonormal basis vectors: the tangent vector

t = —, the binormal b = ¢ X n, and the principal normal n (toward the center
S .
of curvature), see Figure 1.3 .

1'Most of material covered in this section has been taken from
(1) Kreyszig, E. (2006), Advanced Engineering Mathematics, 9th ed., Wiley, pp. 397-398,
(2) Wu, J.-Z, Ma, H.-Y. and Zhou, M.-D. (2006), Vorticity and Vortex Dynamics, Springer, pp. 705-712,
(3) Farin G. & Hansford D. (2000), The Essentials of CAGD, A K Peters, Natick, MA, pp. 119-121, and
(4) Farin G. (2002), Curves and Surfaces for CAGD-A Practrical Guide, 5th ed., Morgan Kaufmann Publishers,
pp- 181-187, 419-421.
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1.3 Intrinsic 3 orthonomal basis vectors along a curve in a local curvilinear coordinate
system. From Wu, Ma and Zhou (2006), p. 706.

Three axes t, b and n are defined as

oz /|0x
ts) = 5=/ |5 (1.138)
oxr 0%z or 0z
n(s) = bxt (1.140)

The plane spanned by the point x, t, and n is called the osculating plane. The
planes spanned by (z, t, b) and (z, b, n) are called, respectively, the rectifying

plane and the normal plane. '!

The key of using this frame is to know how the basis vectors change their
directions as s varies. This is given by the ‘Frenet-Serret formulas’, form the
entire basis of spatial curve theory in classical differential geometry:

ot on b

g—/@@, %:—/’iﬁ-l-Tb, gz—Tﬂ (1.141)

oz 0%z

(1) The equation of the osculating plane is det |y — z, —, —
= 0s’ 0s?

} = 0, where y denotes any point on the

plane.
2

957
is always normal to the surface. (See O’Neill (1966), p. 228 or Aris (1962), p. 201).

(2) A curve C in a surface is a geodesic of the surface if the second derivative of the position vector of C'
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where x and 7 are the curvature and torsion of C', respectively. The curvature

radius is r. = 1/k with dr = —dn. A formula for the curvature is given by
or 0%z
95 0s?
K(s) = ———5— (1.142)
oz
0s

A point where the curvature changes sign is called inflection points. The torsion
measures how much a curve deviates from a plane curve, i.e., it is the curvature
of the projection of C' onto the (1, b) plane (i.e., the normal plane). Similarly, a
formula for the torsion is given by

[0z 0%z 0%z
det ds’ 0527 Os3

T(S) = - (1.143)
(s) e Tl

95 0s?

The Taylor expansion of z(s + As) can be written as

1
z(s+ As) = z(s)+ Ast+ 5&&32@

1 1 1
—6/12 AsSt + 6/4 As’n + 6%7&539
L (1.144)

For 2-D curves only, the slope ' is given by, 2

det [@ @] det [% @]
dr _ 0s’ 0s*] 5 (@) <32£> s’ 0s? (1.145)
ds ox|* Os 052 oz |° '
ds ds

Now, let the differential distance form O along the directions of n and b be

128ee Farin G. (2002), Curves and Surfaces for CAGD-A Practrical Guide, 5th ed., Morgan Kaufmann Publish-
ers, p. 421.
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dn and db, respectively. Then

0 0 0
VZZ%—FE%—FQ% (1.146)

It involves curves along n and b directions, for which the Frenet-Serret formulas
can be applied to complete the gradient operation.

1.4.1.1 Example: Propeller pitch helix

Let us consider the constant-pitch helix of a propeller blade. The position vector
is expressed as, by converting a cylindrical coordinates (r, 8, x) into the Carter-
sian coordinates,

x2(0) =r0tangi+rcosfj+rsinfk (1.147)

where ¢ is the constant pitch angle. Simple calculations yield

% = rtan¢i—rsinfj+rcosfk (1.148)
2
% = —rcosflj—rsinfk (1.149)
2

%x% = —r20089tan¢5+r2tangbsin91—|—7“2i (1.150)

from which the curvature becomes

r?(1 + tan? gb)1/2 B cos® ¢

= = 1.151
" r3(1 + tan? ¢)3/2 r ( )
: . 1 r
The radius of curvature is given by 7. = — = ———. The center of the osculat-
K COs
ing circle 1s, in the direction of the normal vector n,
T.=T+T.n (1.152)

By developing of such an osculating circle onto a (2-D) plane, we can take two
end points of the circular arc with the radius r, that correspond to, respectively,
the leading edge and the trailing edge of the blade section.
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By assembling the corresponding two end points of the osculating circu-
lar arcs for pitch helices at other radial positions, we can produce a developed
outline of the propeller blade. In general, the corresponding radii of curvature
might be different each other.

1.4.1.2 Example: Streamline intrinsic frame

For example, if C' is a streamline such that u = ¢, then the divergence of the
velocity becomes

g g ot ot
V-u—£+qv ﬁ—a‘FQ(ﬂ 8—n+b %) (1.153)

Similarly, the curl operation for ¢ is

ot ot
VX;:(@X%MX%)m@ (1.154)

Here, since |t| = 1, it follows that

ot Ot\ _, ot _ 101 _
ot oty ., ot 1o

The first term of V X t in (1.154) must be along the ¢ direction, with the
magnitude known as the ‘torsion of neighboring vector lines’.

ot ot
=1. =b. — —n.—= 1.1
=t (Vxt)=b-o-—n- o (1.157)
Using this notation we obtain
Vxt=&t+kKbD (1.158)

This result enables us to derive the vorticity expression in the streamline
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intrinsic frame
w=Vx(qt)=Vgxt+qVxt=Vgxt+q&t+qrb  (1.159)

The first term of this equation is

e dq
(Vg) xt= A a—nb (1.160)
SO we obtain 3 3
w=qtt+=in+ (qgr——L)b (1.161)
b on

Thus, £ = 0ifw - u(=¢*&) = 0.

1.4.2 Curvilinear orthogonal coordinates

We will have need for the expressions of several vector differential operators in
terms of curvilinear orthogonal coordinates. '3 Suppose x1, z2, 3 are mutually
orthogonal curvilinear coordinates.

1.4.2.1 Line element

When the line-element vector in the orthogonal system is expressed in terms of
a scalar multiple, the scalar multiple is usually written h; and is called a scale
factor:

ds = (hy dxy, ho dzy, hs dxs) (1.162)

(s (o), (0s2))
N 0xy 0xy Oy

Js . )
The base vectors, —, is then expressed in terms of the scale factor and a

83:@-

Os

where hl = hl(ﬂfl,xg,x?,) = a—
I

etc.

BFor example, expressions for the related common differentials in spherical, cylindrical and polar coordinate
systems are found in Batchelor, G. K. (1967), An Introduction to Fluid Dynamics, Cambridge University Press,
Cambridge, pp. 598-603.
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unit vector, e.g.

Os

Frele hi(z1, w2, 73) €1 (1, T2, T3) (1.163)
xy

For example, if we take spherical coordinates x1 = r,x9 = 6, and x3 = ¢
where ¢ is the azimuthal angle about the axis § = 0, the line element is ds =
(dr, rdf, rsin 0 d¢); hence the scale factors hy = 1, hy = 7, hg = rsin 6.

If we take cylindrical coordinates x1 = p, xo = ¢, and x3 = z where ¢ is the
azimuthal angle about the axis p = 0, the line element is ds = (dp, pde, dz);
hence the scale factors hy = 1, hy = p, hg = 1.

1.4 Cylindrical and spherical coordinate systems. From Brockett(Lecture note
NAS520, 1988), p.1-30a.

The scalar differential arc length, denoted by ds is determined from

Js 0s
2 — . — JE— . . I — .
ds® = ds-ds (8% dwz> (8% da:j>

= hzhj dxidxjgi - €

; (1.164)

When the unit base vectors are orthogonal, this expression reduces to the simple
form
ds® = hidx] + h3ds + h3 das (1.165)



40

VECTOR ANALYSIS

By the triple scalar product, the volume element can be obtained from the
elemental arc length vectors:

s 0s s

where the 4 sign is necessary to provide a positive element of volume. For an

orthogonal coordinate system, with — = h; e;, etc, the volume element is

8361
dV = hl hg hg dsz:l d.fCQ dﬂ?g (1167)

since e, - (e5 X e5) = £ 1. Multiplication of the scale factors corresponds to the
Jacobian J = hq ho hs.

1.4.2.2 Gradient (Vu)

We have the formula du = ds - Vu, which is completely general. Also in any
coordinate system, we have
ou ou ou

du =—d —d —d 1.1
U axl 561+ax2 $2+8x3 XT3 ( 68)

Equating these two relations gives

0 0 0

8_51 dxy + 8—52 dxs + a—; drs = hydxy (Vu)i + ho das (Vu)s + hg drs (Vu)s
(1.169)

Now dz1, dzs, dxs are completely arbitrary; hence this equation can be true only

if their coefficients are equal. Thus

1 Ou 1 Ou 1 Ou
~\ 7 921 Ty 09’ T3 1.1
Vi (h1 0x1’ hy Oz hs 8333) (1.170)
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1.4.2.3 Divergence (V - v)

For this operator we return to the original definition; thus, denoting by vy, vo, v3
the components of v in the 1, 2, 3 directions at any point,

V- v (hl h2 hg Axl A.%'Q Al‘g)_l
{ — U h2 hg AJ?Q Axg — V9 h3 hl Aﬁlfg A.Il — ’U3h1h2A$1AZC2

0
+ | hg hg + 87(1)1 hg hg) Axl A£2 Al‘g
L 1 i

- 9 z
+ (VU2 h3 hl + 87(1)2 h3 hl) A:CQ ASL’g ASUl
L 2 _

0
+ [’Ug hi hy + 87(1)3 h1 hg) ASC;J,] Az ASL‘Q}
3

1 0 0 P
 hahahg {3331(h2 hav) ¥ Oy (ha o va) + a_563(}11 ha 03)}
(1.171)

1424 Curl (V x v)

Apply Stoke’s Theorem to one face of the element of a cube, say the 1-3 face:

/Q-nydS:j{y-a@
S c

= U1 hl A.%’l — VU3 h3 AIg

0 0
+ [Ug hg + 8_,1:1(1}3 hg) A.fl] Al’g — [Ul h1 + 8_1’3(?}1 hl) A.Ig Al’l
= i(h v3) — i(h v1) | Axy Ax (1.172)

But also
/Q -V X st ~ —hl h3 AZTJl Axg (V X Q)Q (1173)
S
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Thus, by cyclic substitution,

1 [0 0

(V X Q)Q = h3 hl _8_5133(h1 ’Ul) — a—xl(hg Ug)_
1 [0 0 1

(V X Q)g = hl h2 _a—xl(hg Ug) — a_xg(hl Ul)_ (1174)
1 [0 0 |

(V X y)l = h2 h3 _a—m(hg 1)3) — a—x?)(hg UQ)_

or, symbolically

hii, hoiy hsig
1
Y % v 0 0 0

= hihohs | Or;y Oxy Oxs
hl U1 h2 (%) hg V3

(1.175)

For example, if we take spherical coordinates x1 = r, x5 = #, and x5 = o where
« is the azimuthal angle about the axis § = 0,

e (v, sind)  Ouy
vy = rsin@{ 09 aa}
el 1 Jv,  O(rwa)
r | sinf Oa or
e, [O(rvg) O(rv)
+ . { o 20 (1.176)
1.4.2.5 Laplacian (V)
For V?u, we simply employ Eqgs. (1.170) and (1.171) above:
Viu =V - (Vu) =
1 8 hg hg 8u I 8 hg h1 (‘3u 4 8 hl hg 8u
h1 h/2 hg 8&61 hl 81'1 8x2 hg 81‘2 81‘3 h3 8&63
(1.177)

The most convenient way to write out V2v is by use of expansion formula
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Eq. (1.72):
Vi =V(V-v) =V x (V x0) (1.178)

which can be expanded by use of formulas, Egs. (1.170), (1.171), and (1.175).

1.4.2.6 Convection term (u - Vv)

This useful vector appears in the Navier-Stokes equation when we write the time
rate of flow momentum in Eulerian description sense. Performing very compli-
cated procedure but straightforward manipulation, we arrive at the following

result:
- 1 87}1 8?)2 8’03
(Q ‘ VQ)1 N hl [UI 6:1:1 + 2 8331 + s 8331
1 ( _ )8h1 1 ( _ )8h1}
h2 Ui V2 U9 U1 8$ U1 U3 us v1 8]}3
_ U9 8(h2 UQ) B 8(h1 1)1) 4 us 8(h1 Ul) _ 8(h3 Ug)
hl hg 6331 (95(:2 h3 hl 8x3 6561
(1.179)
. 1 8@1 8'02 (91)3
(u-Vuv)y = m [ul s + Us B2y + us o,
1 oh 1 oh
+h3 (UQ V3 — Ug Ug) axQ (UQ V1 — Uy UQ) &rj}
- us 8(]13 Ug) B 8(h2 Ug) 1 U1 a(hg 1}2) _ 3(]7,1 Ul)
h2 ]’Lg 85172 8333 hl hg 8:61 85172
(1.180)
o 1 8@1 802 81}3
(u Vy)g = _[U1({9_ZE3+U28_$3+U36_J)3
(s = 1 09) O Lty — iy )
hl Us U1 U1 U3 ax h2 Uus U2 U9 V3 6562
_ U1 8(h1 Ul) B 8(h3 Ug) i U9 8(}13 U3> _ 8(h2 UQ)
h3 hl 83]3 6(1)‘1 hg hg (95172 83]3

(1.181)
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1.5 Tensors of Second Order

For example, let us consider a stress tensor that is a key quantity in continuum
mechanics. 4 A stress is a force per unit area, in which force and an element
of area are vectors. The area element have to specify both its magnitude and
the direction of its normal. If /' denotes the force and S is the area element,
the stress tensor 7' might be thought of as F'/S. This quotient of two vectors
cannot be defined, but rather we can define F' as S - T. The stress tensor at
a point T' becomes a newly physical quantity associated with two directions.
In fact, it needs 9 numbers to specify the stress tensor in a reference system
corresponding to the 9 possible combinations of 2 base vectors.

A second-order tensor is a set of nine numbers 7;;, having the property that

when transferred from the x1, 29, x5 system to the x, =4, 2§ system the corre-
sponding quantities are given by

3 3
i =ZZakiaw, for 4,7 =1,2,3 (1.182)
k=1 (=1

1.5.1 Dyadic products

Much of our work can be simplified if we extend our definitions of vector mul-
tiplication to include the dyadic product u v. For our purpose, this need only be
defined by the relations

(

N—

v w=u(v-w

- (u )

IS

(1.183)

(w - w)

[
<

Actually the dyadic product u v is a special form of second-order tensor; it
can easily be seen to satisfy the definition of such a tensor. This definition may
be stated as follows, with reference to the z; and x} coordinate systems.

In the case of u v, of course, the nine numbers involved are the products
U Uy (Z,j = 1, 2, 3)

14See Aris, R. (1962), Vectors, Tensors and the Basic Equations of Fluid Mechanics, Prentice Hall, p. 5.
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Let us consider some examples:

(1) For V(u - v), using dyadic notation, V(u - v) = (Vu) - v + (V) - u.
(2) Laplacian Vv = V - (Vo).

(3) When we define (v v) X w = u(v X w) and w X (v v) = (w X w)v, these
are obviously dyadics.

(4) If ¢ is any dyadic product, ¢ - (a x b) = (¢ X a) - b.

(5) Letus look at the more important example. Let u; be a vector, and consider
the set of nine numbers Ju;/Ox;. This is easily shown to be a second-order
tensor. It might be represented by the symbol grad u or Vu.

1.5.2 Gradient of a vector

Now, consider the gradient of a vector, Vu, which is involved into the convec-
tion and the diffusion terms of the Navier-Stokes equations.
The velocity change at a point du is

du = (dz-V)u (1.184)

The gradient of a vector is defined by, in a similar fashion to the gradient of a

scalar, 5
1 U
= lim — dS = 2 1.185
In a rectangular Cartesian coordinate system, the gradient of a vector u = u; 1+
U9 l—|— us E 18
0 0 0
Vi =t iit o2ij+ =2+ similar 6 terms (1.186)
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In general orthogonal curvilinear coordinates, the gradient of a vector u =

Uy €, + Uz €y + uz ey, is

1 (Our | uz Ohy | ug Oy 1 [Ovy v Ohy
Vu = h1 (8351 + hy Oxs + I 85133> e e+ I (8371 I 0332) €169

1 (8?}3 U1 8]11

i \om 8_:z:3> €y €3 + - - - similar 6 terms (1.187)

If the vector v is a velocity vector in the field of fluid mechanics, this is often
resolved into a symmetric and antisymmetric form:

Vo = 2 [(Vo+ Vol) + (Vo — Vol

| —DN| —

de f(v) + %mt(g) (1.188)

where, if we consider a second-order tensor to be a 3 X 3 matrix, the superscript
T stand for transpose of the matrix which is the operation described by inter-
changing the rows and columns of the matrix. The first term is called the strain
rate tensor, having 6 independent components. It represents (i) normal strain
rate and (i1) shear strain rate which cause stress in fluid.

The second term is called the spin tensor or vorticity tensor {2, having only
off-diagonal components. It represents rigid body rotation of a fluid element.

1.6 Transport Theorem

We will have need for the rate of change of an integral taken over a volume

moving through a field
d

— [ F(z,t)dv (1.189)

where F'(z,t) may be a scalar, vector or tensor variable. We assume the path of
points in V (¢) are known:
z=z(§,1) (1.190)

SFor details, see Milne-Thomson, L. M. (1968), Theoretical Hydrodynamics, Fifth edition, Macmillan, Lon-
don, pp. 62-66 and Batchelor, G. K. (1967), An Introduction to Fluid Dynamics, Cambridge University Press,
Cambridge, pp. 598-603.




1.6 Transport Theorem

47

where £ is the initial point of 2. Hence we can invert the integral to the { vari-
able:

| Fenw = [ Peosdgded o
V(t) V(0)

where Jacobian J is written as

8(331, 9, 333) 8:1:1 (95132 ({9563
J = = € 1.192
0, & &) g vg, g, (1152
and the integrand
F*(é, t)y=F {@(g, t),t} (1.193)
Hence
d . B oF™ L,0J
I V(O)F (€,1) J d&i dSy dSs = /V(O)< o J+F 815) d&y d§z d&s
(1.194)
Now
0J 0 8331 8562 8563
27 e 2 1.1
ot Uy (ag,- O¢; agk> (1.195)
0 (9%1 B 0 8$1 . 8?}1
If vi = vi(@1, 22, 3),
8@1 81}1 8:@-
= 1.1

. 8@1 83]2 8332 31133 ..
Since €5 and similar terms are zero, the non-zero terms

Oy 0& 0 O,

¢ <8U1 (9.1:1 8x2 8%3 81)2 83:1 (9{172 8x3 (91)3 3331 83:2 8.173
ijk

1.198
Dy & 0, 06, 0wz 08, 0F, 08, | 0w 08, 05, a&) (1.198)

remain. So 57
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where v is the velocity of the point . Hence

F*
/ (3 +F*v-y)Jd§1d52d£3:/
V(o) \ O V(t)

(8F> + F*V-v| dV
E=const

ot
(1.200)
Now
OF* Flz(&t),t}|  oF oz OF
875 (gzconst)— 8t E E VF E‘f‘?) VF (1 201)
> €
Hence
oF
—/ FdV = /{a—JrV (v )] dV (1.202)
or
i FdV:/ 3_de+7{ n-(vkF)dS (1.203)
dt Jy ) vy Ot S(t)

We can apply this relation at any instant in time.

The first integral implies rate of change in volume and the second one rate of
change associated with motion of surface bounding volume. '® It is noted that
this is similar to Leibnitz’s rule for an integral over one dimensional region:

b(t)
%/Gu) Flot)de = /(z(t) g{ dx + f[b(t), 1]V (t) — fla(t),t]d'(t) (1.204)

We can apply extensively the transport theorem to the case that there is a
discontinuity interface X within a volume V. 7 The volume V is considered to
be composed of two volumes V) and V5 divided by an internal surface >.. V' is a
material volume but as > moves with arbitrary velocity v and across it F’ suffers
a discontinuity, F; and F5 being its values on either side. If v is the normal to
Y. in the direction form V] to V5, Eq. (1.203) may be generalized to

d F
—/ FdV = a—dv+7{ @-(yF)dS+7{ v-(wF)dS (1.205)
dt Jy ot S(t) (1)

16See Newman, J. N. (1977), Marine Hydrodynamics, MIT Press, for depicted interpretation.
ITRefer to Aris, R. (1962), Vectors, Tensors and the Basic Equations of Fluid Mechanics, Prentice Hall, p. 86.
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1.7 Moving Coordinate Systems

1.7.1 Velocity due to rigid body rotation

Suppose a rigid body rotates about an axis through the origin of a coordinate
system with an angular velocity w = wn, where the direction of the axis is
given by a unit vector n and w is the magnitude of the angular velocity (see
Figure 1.5). '8

1.5 Rotation of a rigid body. From Aris (1962), p. 17.

Let P be any point in the body at position x. Then n X x is a vector in the
z|sinf = PQ is the

18The description herein is based on Aris, R. (1962), Vectors, Tensors and the Basic Equations of Fluid Mechan-
ics, Prentice Hall, p. 17.

direction of PR of which magnitude is |z| sin . However,
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perpendicular distance from P to the axis of rotation. In a small interval of time

0t, the radius P() moves through an angle w ¢t and hence P moves through a
distance (PQ) w dt.

It follows that the small short distance PR is a vector dx perpendicular to
the plane of O P and the axis of rotation:

dr =(nXz)wdt = (w X x)dt (1.2006)

Dividing both sides by ¢t and taking the limit 6t — 0 provide the velocity of
the point P. Thus the linear velocity v of the point z due to a rotation w is

V=W XX (1.207)

This result can be directly applied to moving coordinate systems. Details are
given in the following subsection.

1.7.2 Transformations of moving coordinates

Let us introduce two coordinate systems: one system fixed to space and the
other moving relative to the space-fixed system. The moving (the unprimed)
coordinate system is supposed to be in motion of both translation and rotation
relative to the space-fixed (the unprimed) system. Then the position vector z’
defined in the space-fixed system is related to the position vector x defined in
the moving system as follows:

Z=z+R (1.208)

where IR is the distance vector between the origins of two coordinate systems.
(See figure 1.6 )

Because of the relative motion, time-derivative will appear different to ob-
servers in the two coordinate systems. For example, a vector that is constant
in either system would seem to vary with time to an observer fixed in the other
system. We can write the relationship between the derivative(d'/dt) observed in
the space-fixed system and the derivative(d/dt) observed in the moving system,
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X1

1.6 Moving coordinate system.

for an arbitrary vector:
dA"  dA
—=—+4+0xA 1.209
= tixA ( )
where {2 is the vector angular velocity of the moving system. The last term in
Eq. (1.209) implies a rotation of a rigid body. '

If this formula is applied to the special case of the position vector z given in
Eq. (1.208), we have the velocity:

¢d=q+Qxz+R (1.210)

where R represents the translation velocity of the moving frame. Therefore
this equation implies that the absolute velocity is the sum of the velocity(q)
measured by an observer in the moving system and the frame velocity of the
moving system (2 X x + R).

P¥See 7 & F (1999), v &Lk & 24, A&vista E34, pp. 317-318, and Aris, R. (1962), Vectors,
Tensors and the Basic Equations of Fluid Mechanics, Prentice Hall, p. 17.
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In a similar manner, we can obtain the relation between acceleration vectors
by making use of the general rule Eq. (1.209):

, d’2£/

df) ..
@'=-—5 =at20xg+ d—?X£+Q><(Q><£)+E (1.211)

Here we have written df)/dt instead of d’'Q2/dt because 2 is a vector that is
always the same in both systems.

The first term of Eq. (1.211) (a) is the acceleration viewed in the moving
system. The second is the Coriolis acceleration, which depends on the velocity
in the moving system. The meaning of the third term is not clear. The fourth
term is the generalized centripetal acceleration, since

Q% (2 x z)| = Pz sin(Q, z) (1.212)

It is noted that, if we consider the self-rotation of earth with constant angular
speed, this term becomes a form of gradient of a scalar function and its effect
was already included in gravitational acceleration for treatment as a body force
term of the momentum equations.

1.8 Mathematical Identities

1.8.1 Green’s scalar identity
If u = 9YV¢ in Eq. (1.90), we obtain Green’s first identity:

/[w%ww Vol d ]{@m Vo dS (1.213)

And if u = ¢V, use Eq. (1.90) and add the result to Green’s first identity, we
obtain Green’s second(scalar) identity:

/V [(WV?g — VY] dV = 7{[@0 a¢ &”] S (1.214)

n on
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0 : : :
where n-Vo¢ = —¢ For these relations to be valid, ¢ and ©) must be continuous
in the volume anci1 on the surface and the second derivatives must be continu-
ous within the volume while on the surface only the first derivatives need be

continuous. 2°

As an practical application, an arbitrary scalar field defined in a volume V'
can be represented in terms of integrals over the enclosing surfaces plus an in-
tegral of V2¢ over the volume.

1 1 1
From the expansion formulas, we see that m = ﬂ = — satisfies Laplace’s
x| r| r
1 1
equation: V2 (—) = 0if r # 0. Similarly V? (l ‘> = 0 for y a con-
r y—z =

stant vector. Since V? ( | i > does not exist at x = y, we exclude this point
y—z -

from the volume by surrounding it with a sphere.

S=5:U8;
T=TUT,

'

1.7 Two-dimensional drawing of a simply connected region for deriving the scalar
identity.

2OMore detailed explanation can be found in mathematical texts, e.g., Kreyszig, E. (1993), Advanced Engineer-
ing Mathematics, Seventh ed.,Wiley, pp. 553-554.
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1
Hence if we take v = | , Green’s second identity becomes:
y—x
-V 1 1
f' [E © 4n-v }dS: t/ [ v%idv
y — 2 ly — 2 y — 2
S+T+> (y.€) V—B(y,e)

(1.215)
where B(y, €) is a sphere of radius € centered at y and bounded by ..

In this application, the surface is in three-dimensional space and the integra-
tion variable is . We illustrate the situation with a two-dimensional drawing as
shown in Figure 1.7 . Integrations over the small tubes joining > and S5, and
S1 and S, vanish by continuity of ¢.

On the surface > surrounding the point y, as shown in Figure 1.8 for an
enlarged view, we have

y—z = —ee, (1.216)
n = —e (1.217)
dS = (edb) (e sinfda) (1.218)
o
P(z) = ¢(y)+ea—¢ SRS (1.219)
r Yy
v - (g_%:—ei’" (1.220)
ly — x| lz —y| €

where e, 1s the unit vector in the radial direction. Hence the integration for the
surface > and the small ball B becomes, respectively,

L -nregte] o
v Ly -z ly — |

2

=—¢(y) | da OﬂleQQLLSEEEEanHI df + O(e)

€3

— —4r6(y) + O(e) (1221)

and

1
/B [V% |£—£J V= v%’g (0()) (1.222)
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1.8 Small sphere region containing a singular point.

Hence, taking the limit as ¢ — 0, we find

o(y)

_:ES

1 [@-V¢ ﬂ'(y—@] ! V_%dv (1.223)

_ ds — —
ly — x| ly — z? 4t Jy |y — 2|

If the point y had been outside V', the left-hand side would have been zero.

For a two-dimensional field, ¢ = In in Green’s second identity

1

and a similar expression is obtained.

1.8.2 Uniqueness of scalar identity

Let us consider the uniqueness of this integral representation. If another scalar
field, say ¢/(z) had the same value of V?¢ in V and the same value of ¢ or
n - V¢ on S, then we could construct a third solution which had V2¢” = 0 in
V, and either " = 0 orn - V¢”" on S. If ¢ = ¢ = ¢" in Green’s first identity,
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then

/ [¢" V2" + V" - V'] dV = ]{ (¢"n-V¢'] dS (1.224)
|4

S

and this reduces to only
/VV¢” -V¢"dV =0 (1.225)
Since (V¢)? is always greater than or equal to zero, the only solution is
Vo'V =0 (1.226)

This requires that ¢” be at most a constant. If ¢ were specified on the boundary,
the constant is zero. If n - V¢ is specified on the boundary, ¢ is uniquely deter-
mined by the integral to within a constant. It is important to recognize that our
expression for ¢ is in terms of ¢ and n - V¢ and the above consideration shows
we need specify only one of these on the boundary. Hence to find the unknown
on the boundary, one must first solve an integral equation.

Also we have assumed that the field boundaries are fixed. If they were to de-
pend on the field, then special conditions must be specified to insure the solution
1s unique. In addition to this uniqueness, we should also consider the far-field
behavior of ¢ as the distance r goes to infinity. 2!

1.8.3 Type of boundary conditions

(1) Dirichlet boundary condition (1st type)
The Dirichlet (or first type) boundary condition is perhaps the easiest one
to understand. When we solve a differential equation, we put specified
values on the boundary of the domain where a solution needs to take. For
example, when Poisson equation such as V1) = —w for stream function v
and vorticity w is satisfied in a domain 2, the Dirichlet boundary condition

2 Detailed consideration may be found in Batchelor, G. K. (1967), An Introduction to Fluid Dynamics, Cam-
bridge University Press, Cambridge.
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takes the form ¢ (z) = f(x) on the boundary 02, where f(x) is a known
function defined on the boundary.

(2) Neumann boundary condition (2nd type)
The Neumann (or second type) boundary condition specifies the values
that the derivative of a solution is to take on the boundary of the domain,
when imposed on an ordinary or a partial differential equation. For ex-
ample, for Laplace equation V?¢ = 0 which we will present later on, the

dp(x)

Neumann boundary condition takes the form ——— = g(z). Here, n de-
notes the (typically exterior) normal to the bounc?ary and g is a given scalar
function.

(3) Robin boundary condition (3rd type)
The Robin (or third type) boundary condition is a type of hybrid boundary
condition; it is a linear combination of Dirichlet and Neumann bound-
ary conditions, namely, it is a specification of a linear combination of the
values of a function and the values of its derivative on the boundary of
the domain. Robin boundary conditions are a weighted combination of
Dirichlet boundary conditions and Neumann boundary conditions, such as

d¢

a¢p + b— = h(z) where a and b are non-zero constants or functions
more generally. Robin boundary conditions are commonly used in solv-
ing Sturm-Liouville problems (Stakgold, 1986). These boundary condi-
tions should not be confused with mixed boundary conditions, which are
boundary conditions of different types specified on different subsets of the
boundary.

(4) Mixed boundary condition

The mixed boundary condition for a partial differential equation implies
that different types of boundary condition are used on different parts of the
boundary. For example, in partial sheet cavity problems for a hydrofoil,
if ¢ is a solution to Laplace equation on a fluid domain and the boundary
is divided into two portions of cavity and non-cavity, one would impose a
Dirichlet boundary condition on the cavity portion and a Neumann bound-
ary condition on the non-cavity portion.

(5) Cauchy boundary condition
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A Cauchy boundary condition imposed on an ordinary differential equa-
tion or a partial differential equation specifies both the values a solution
of a differential equation is to take on the boundary of the domain and
the normal derivative at the boundary. It corresponds to imposing both a
Dirichlet and a Neumann boundary condition.

Cauchy boundary conditions can be understood from the theory of second
order, ordinary differential equations, where to have a particular solution
one has to specify the value of the function and the value of the derivative
at a given initial or boundary point.

For a second order partial differential equation, we now need to know the
value of the function at the boundary, and its normal derivative in order to
solve the partial differential equation.

When the variable is specially time, Cauchy conditions can also be called
initial value conditions.

1.8.4 Vector identity

Another identity involving vectors can be constructed from divergence theorems
for a vector and a dyadic. In the third divergence theorem given by Eq. (1.91),
let the vector be u X v, then

/ IV X (u X v)] dV = y{ [ x (u X v)] dS (1.227)
1% S

According to the expansion formula on vector triple products, we know

nX (uXv) = (Xu) Xv+(UXn) Xu

n-u)+n(u-v) (1.228)

I

|
<
—~

Hence

%[@X (@xy)]dSZj{[(nxg) Xv—(n-u)v+n(-v)dS (1.229)
S S
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These integrals can be rearranged by the divergence theorem:

f{(ax@x@} dsz/wxmxy)w-(w—w v)] dv
S Vv
(1.230)

Now adding the results of the divergence theorem for a dyadic u v to both sides:

%S(QXQ) X v+ (n-u)v] dS
:/ [V x (uxv)+20(V-u)+2u-Vu—V(u-v)] dV
v (1.231)

Vo o (1.232)

Veu) —u-
VXuv)+u-Vu

Using the expansion formulas

(1.233)

and subtracting one from the other, we obtain
u(V-v)—v(V-u)—2u-Vu

—v X (VXu) —uxX(VXo)
(1.234)

VX (uXuv)—V(u-uv)

Hence
j{ [(n X u) X v+ (n-u)v]dS
S

/[w-ww(vy)—gx (V X 0) =0 X (V x )] dV
Vv
(1.235)

This is called vector identity.

An arbitrary vector field can be represented by this vector identity by choos-
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ing
1 — X
V=V _ —1 for y fixed (1.236)
y—z| |y—z =
For which, we have
VXxv =0
forx #y (1.237)
Vv =0

Hence for y not in V', Eq. (1.235) becomes, without any restriction,
(v —2) (y — )
ly —zf

Qé ly — z|3

::Al@_gﬁﬁw QLQWNVXM

ly — zf3 Cy -z

]dS

AV (1.238)

For the case when y is in V, ( ) becomes singular as y tends to z.

ly — z|
The point y can be excluded from V' by surrounding it with a sphere of radius €

centered at y, as shown in Fig. 1.7 . This sphere plus any other surfaces inside 1/
can be connected to the exterior surface by small tubes to make all the surfaces
continuous and the region remains simply connected, in the same manner as for
the scalar identity.

The vector identity applies to the region V' as defined with the exclusions:

(y —z) (y — )
}l{ (BXQ)XM‘F(E'M)Q_@P} S
S+T+) (y.€)
_ / [(g_@ (V-u)—MX(VXU) v (1.239)
y—zP T Jy—zf B

Integrations over the small tubes 77 and 75 vanish by continuity as they become
increasingly small.
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On the surface > surrounding the point y (see Figure 1.8 ):

y—z = —ecg, (1.240)
n = —e, (1.241)
dS = (edb) (e sinfdo) (1.242)
(y - &) —€e
4 — =r 1.243
‘& . g|3 63 ( )
where e is the unit vector in the radial direction. Furthermore
uls-=u(y) + (@ —y) - Vu+---=u(y) + O(e) (1.244)
(nXu) X (y—z)=e(—¢ Xu) X (~¢)=ef{u—c(u-e)}
(1.245)
(n-u)(y—2)=cle -ue, (1.246)
Hence,
(y —z) (y — z)
nXu) X ———+(n-u) ———=1| dS
i’é xw)x g =gty =
2
_ / doz/ sde@ L O(e)
= 47ru (1.247)
And for ¢ — 0,
(y — ) (y — ) ]
4 u(y =—7{ nXu) X ——m+n-u)——m| dS,;
W=-f |mxwxy—pt vy —m
. (y —x) (y — )
V-B(ye) -

This is a representation of u in terms of both components on the boundary, the
normal component n-u, and the tangential component, n X u, plus the divergence
and the curl integrated over the field.

If w 1s divided into two components after interchanging the variables z and
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Y, Eq. (1.248) is rewritten as

dru = up + Uy (1.249)
(z —y) (z —y)
u(z) = + Vm(v'u)dvy—ji(ﬂ'u)@dsy (1.250)
(z —y) (z —y)
tfr) = —f X (XY, ) x s,
(1.251)

where the bar through the integral sign indicates the limit integration.

1.8.5 Integral expression of Helmholtz decomposition

For a vector field u given in a domain V', we define a vector £’ by

F(z) = — / Gz —y) uly) dV, (1.252)
. J
where G(r) is the fundamental solution (Green function) of Poisson equation

V2G(r) = 6(r). (1.253)
1
Am|r|

By Egs. (1.252) and (1.253) and the definition of the Dirac delta function,
we have

For example, G(r) = — in 3-D dimesional free space.

VPR = - / 5(z — y) u(y) dV, = u(z) (1.254)
\%
According to Eq. (1.72),
u(z) =-V’E=-V(V-E)+V x (VxE) (1.255)

By comparing this expression with the Helmholtz decomposition form u =
Vo + V x A, the scalar and the vector potentials are simply given by

p=-V-F, A=VxF (1.256)
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We can then perform the integration of Eq. (1.252) to yield

p=-V-F = /VV-{G@—Q)@(Q)}CZV@/
— /VG(g—g)-u(g)dVy
\%
_ / V,Glz —y) - uly) dV,
14

— -~ [V, Gw-6Y,-up v,
Vv

= —}{Gﬂ-gdSy—F/GQdV;J (1.257)
S v

A=VxF = —/VVX{G@—QM@}M
= —/VVG(z—g)Xu(y)dVy

_ /V V,Glz — y) x u(y)dv,

= /{va(Gﬂ)_Gvyxﬂ}dVy
v

- %G@xgdSy—/Gc_udVy (1.258)
S v

Here we denote the gradient operator with respect to the integration variables
y by V, so that VG = —V,G. Equations (1.257) and (1.258) provide the
mathematical background of the Helmholtz decomposition for any vector field.
Therefore the irrotational vector V¢ and the solenoidal vector V x A can be
expressed in terms of dilatation and vorticity, respectively:

Vo = —jf(@-g) VGdSer/HVGdVy (1.259)
S 1%
VxA = —jf(@w)vadSﬁ/ngdey (1.260)
S \%

Note that we have dropped the subscript y in VG for brevity, and hence it de-
notes the operator with respect to the integration variables y. This result is the
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same as the expression of the vector identity Eqgs. (1.250) and (1.251) derived
in the previous subsection.

1.8.6 Green functions

When other surfaces can be included in the problem of the Laplace equation
(more generally other partial differential equations, not necessarily the Laplace
equation) that governs flow fields, additional boundary conditions are imposed.
Then the Green function is often taken instead of the elementary function for
computational advantage.

(1) Green fuction is defined as an elementary singularity plus another non-
singular component that satisfies Laplace equation as well as boundary
contions on the other surfaces.

(2) What is left unsatisfied is boundary conditions on a body.

(3) Scalar (velocity potential) at x in terms of a distribution of elementary

singularities 1) = When we add a function (say H (z, y)) that also

lz -yl
satisfies the Laplace equation and is not singular within the field to v, iden-

tity is unchanged except that we have a modified singularity element. It is
necessary but not easy to find a function A with the following properties.

(4) If there were surfaces near a body, construct new singularity element
G(z,y) with V2G = 0 and such that

(a) G satifies given boundary conditions on non-body surfaces

(b) G contains elementary singularity element (say ) to give the

1
|z —y|
field point value ¢(z)

(c) G results in integral equation over only the body surface.

(5) The formulation is as follows

Gla,y) = — +Hzy) (1.261)
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where H(z,y) is non-singular forallz € V, V?H = ( and

¢on-VG—Gn-Vo=0 on S#Sp (1.262)

(6) For a simple example, if a wall is aligned with onset flow, H is image of
elementary singularity.

1.8.7 Uniqueness of vector identity

To examine uniqueness of the solution as before, suppose that vectors u; and u,
satisfy V-u; =V -uy,and V x u; = V X uy in V. Then the difference vector
Us = Uy — Uy satisfies V - u; = 0and V X uz = 01in V. The condition that the
curl and divergence of u; are both zero is necessary and sufficient to establish
that u is the gradient of a scalar function P which satisfies Laplace’s equation:

ug3 = VP (1.263)
ViP = 0 (1.264)

Green’s first identity, Eq. (1.213),
/ [(WV¢ + Vi - V| dV = fm- Vo dS (1.265)
14 S

with ¢ = ¢ = P reduces to

/gg-gng:j{PQ-%ds (1.266)
1% S

If the normal component of the two solution vector is specified equal on the
boundary, then nn - u3 = 0 on .S and hence

e

Since us - u5 1s always greater than or equal to zero, the only possible solution
1S
us =0 (1.268)
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When the boundary condition uniquely defines the normal component of the
vector, Eq. (1.249) represents a unique representation of an arbitrary vector and
no information need be given about the tangential component of the vector.

1.8.8 Classification of vector fields

We have noted two distinct types of vector field; ‘solenoidal’ and ‘irrotational’.
Apart from these types, several other types of fields have been named. 2

Soienoidal Beltrami

V.a=0

|Complex lamellar
g.VAg=0

|

i ’ ar(VAag)=0
I

T
|
-

e —

Irrotational
Vag=0 i [

Solenoidal
beltrami
ar(VAa0)=V.0:0!

Solenoidal ‘
icomplex lomellar

{aVAg=V.0=0 }
L

Laplacian
‘ V.g=VAg =0

1 i

I3tV 1.9 Classification of vector fields. From Aris (1962), p. 64.

(1) Laplacian: A field which is both solenoidal and irrotational is called Lapla-
cian. It is the gradient of a potential function. The potential function is
taken to be either scalar or vectorial.

(2) Complex lamellar: The condition for a field to be ‘complex lamellar’ is
a - (V x a) = 0. This field is orthogonal to its curl if V x a # 0. The

22See Aris, R. (1962), Vectors, Tensors and the Basic Equations of Fluid Mechanics, Prentice Hall, p. 64.
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name ‘lamellar’ is also applied to an irrotational vector field V x a = 0.
The ‘lamellar’ is therefore a special case of the ‘complex lamellar’.

(3) Beltrami: The field is parallel to its curl, i.e, a x (V x a) = 0. As a special
case, if its curl is proportional to the original vector a with a contant (i.e.,
V xa=ka, Vk=0),itis called ‘Trkalian’.

The relations between these types are shown in a schematic diagram (Figure 1.9
). If a field is both a complex lamellar and Beltrami field, it is irrotational if

a#0.

1.9 Improper Integrals

1.9.1 Examples

Most of integrals involved in physics are well defined as a limit of a Rieman
sum for which integrand and range of integration are well behaved. ** Several
types of integrals occur in hydrodynamic problems that involve quantities that
tend to infinity. Some of these integrals have meaning in the classical mathe-
matical sense that the integral is to be interpreted as a limit process, but a some
additional insight is also required. Two general types of integrals are of concern:

(1) those with a range of integration that tends to infinity and

(2) those that have integrands that are singular at points within the range of
integration.

As an example of the second type of improper integral, suppose f(x) has singu-
larities at the start of the range and at an intermediate point xy within the range
of integration, then the definition of the improper integral of f(x) is

/abf(:c)d:c: lim Mxo_blf(:c)dx+/b f(a:)dx] (1.269)

al,b1,01—>0 “+aq Tro+cC1

BSee, e.g., Kaplan, W. (1952), Advanced Calculus, Addison-Wesley.
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if it exist.
Such an interpretation of the integral does not always exist. The improper

x
integrand over the range of integration. It is to be interpreted as

o
integral / — has an infinite range of integration but no singularities in the
1

B dx
lim [/ —] = lim [In(R)] = oo (1.270)
R—00 1 x R—o0

and thus does not produce a finite value. Hence the integral is both improper and
unbounded, even the integrand is well behaved over the range of integration.

1
Meanwhile, the integrand of / T is singular at x = 0. Hence we inter-
0 T

pret it as

1
. dz .
15% v 113% 2 —Ve] =2, (1.271)

and hence it exists by construction. We say the integral is convergent improper.

1.9.2 Principal value integrals

There are a class of improper integrals that are fundamental to investigations of
the flow about bodies. These are Principal Value Integrals and are defined with

some aspect of symmetry relative to the infinities involved. For integrals with
infinite limits this may be

(P.V.)/_Zf(x) dz = ]Z_Z f(z)de = lim /_Zf(x) dz (1.272)

R—o

and for integrals with integrands that are singular at points within the range of

integration, say at the point x, such that lim f(z) — oo,
T—X0

(P.V.) /abf(x) dx = ]{Ibf(x) dx = 11_{% [/:O_Ef(a:) dx + gcj+ef(x) dx]
(1.273)

Some integrals have both an infinite range of integration and singularities in
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the integrand at some points. They may exist in the principal-value sense by
cancelling the positive and negative values around the singularities.

A specific form of an improper integral, with a well-behaved numerator and
specific singular denominator, called a Cauchy Principal Value Integral is de-

fined in the same manner. In application, we will arrive at such integrals when
a form of the general solution for the flow about a body(obtained with sources,
sinks, dipoles or vortices distributed over the body surface) is derived for the
case that a field point approaches the body surface. However we will treat the
limiting process in such a way that not only is the Cauchy Principal Value Inte-
gral obtained but a local contribution from the excluded region is defined.

In the previous section, we have already treated two cases for which an im-
proper integral was evaluated for the representation of scalar and vector field
values in terms of surface and volume integrals. For the case with a singular
point in the field, a small sphere around the point excluded it from the field.
The sphere had constant radius so the integral is a principal-value one with the
symmetry appropriate for such integrals. Such an approach is similar to the
classical mathematical one in the sense that we saw the integrand had a singular
point after we selected the specific form of the function(i.e., Green function sat-
isfying V?G(z,y) = 6(z — y)) > to put into an identity and we found a way to
define a finite value for the expression obtained. It is, however, worthy to note
that exclusion of the singular point for the scalar function ¢(y) as a principal
value in the previous section is not required in potential flow theory. The exclu-
sion need be only as defined for an improper integral. In our later treatment of
the values as a field point tends to a surface point, we will find some integrals
are principal-value ones and some are simply improper.

24The function is of a form 1 /7, which can be also obtained by taking Fourier transform of this equation.
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