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7.1 MATRICES, VECTORS : 
ADDITION AND SCALAR

MULTIPLICATION
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Matrices 

Matrix : a rectangular array of numbers (or functions) 
enclosed in brackets. Entries (성분)

(or sometimes the elements (원소))

Examples)
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Matrices

We shall denote matrices by capital boldface letters A, B, C, ∙∙∙ , or by writing 

the general entry in brackets ; thus A=[ajk], and so on. By an m x n matrix (read 

m by n matrix) we mean a matrix with m rows and n columns – rows come 

always first!

m x n is called the size of the matrix. Thus an m x n matrix is of the form
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Matrices 

If m = n, we call A an  n x n square matrix (정방행렬).
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main diagonal

If m ≠ n, we call A a rectangular matrix (구형또는장방행렬).
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Vectors

Vector : a matrix with only one row or column.

Examples)
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row vector
column vector

Matrix : a rectangular array of numbers (or 

functions) enclosed in brackets.

Components (entries)

We shall denote vectors by lowercase boldface 

letters a, b, ∙∙∙ or by its general component in 

brackets, a=[ai] , and so on.
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In a system of linear equations, briefly called a linear system, such as

1085

2026

6964

321

31

321
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the coefficients of the unknowns x1, x2, x3 are the entries of the coefficient 
matrix (계수행렬), call it A, 
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964



















A The matrix
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A

is called augmented matrix (첨가행렬) of the system.

We shall discuss this in great detail, beginning in Sec. 7.3 

Ex 1) Linear Systems, a Major Application of Matrices

Matrices



Seoul 
National
Univ.

9
Engineering Math,  7. Linear Algebra

Matrices

Sales Figures for Three products I, II, III in a store on Monday (M), 

Tuesday (T), ∙∙∙ may for each week be arrange in a matrix.

.

III

II

I

78043027000100

9605005007801200

4702100810330400

















A

SFThWTM

If the company has ten stores, we can set up ten such matrices, on for 

each store. Then by adding corresponding entries of these matrices we 

can get a matrix showing the total sales of each product on each day.

Ex 2) Sales Figures in Matrix Form
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Matrix Addition and Scalar Multiplication

Equality of Matrices

Two matrices A=[ajk] and B=[bjk] are equal, written A=B, if and only if they have 

the same size and the corresponding entries are equal, that is, a11=b11, a12=b12, 

and so on. Matrices that are not equal are called different. Thus, matrices of 

different sizes are always different.

Ex3) Equality of Matrices
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Matrix Addition and Scalar Multiplication

Addition of Matrices

The sum of two matrices A=[ajk] and B=[bjk] of the same size is written A+B and 

has the entries ajk + bjk obtained by adding the corresponding entries of A and B. 

Matrices of different sizes cannot be added.

Ex4) Addition of Matrices and Vectors

.
223
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  then   ,

013

015
   and   

210

364
If 
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     .291  then   ,026   and   275If  baba
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Matrix Addition and Scalar Multiplication

Scalar Multiplication (Multiplication by a Number)

The product of any m x n matrix A=[ajk] and any scalar c (number c) is written cA

and is the m x n matrix cA=[cajk] obtained by multiplying each entry of A by c.

Ex5) Scalar Multiplication
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Rules for Matrix Addition and Scalar Multiplication
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 CBA written 

 Ackwritten 

0 : zero matrix (of size m x n matrix)
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7.2 MATRIX MULTIPLICATION



Seoul 
National
Univ.

15
Engineering Math,  7. Linear Algebra

)1(2211
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Multiplication of a Matrix by a Matrix
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Multiplication of a Matrix by a Matrix
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14127034 c23

The product BA is not defined.

Ex 1)  Matrix Multiplication

CBA 
][][][ rmrnnm 
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is not defined.

Ex 1)  Matrix Multiplication

Multiplication of a Matrix by a Matrix
CBA 

][][][ rmrnnm 
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Ex3) Products of Row and Column Vectors

 163

4

2

1

















.

42412

2126

163





















Seoul 
National
Univ.

18
Engineering Math,  7. Linear Algebra
























11

11
,

100100

11
BA























11

11

100100

11
AB 










00

00























100100

11

11

11
BA 












9999

9999

BAAB 

It is interesting that this also shows that AB=0 does not necessarily imply BA=0 or A=0 or B=0.

Ex 4) CAUTION! Matrix Multiplication is Not Commutative (가환성의),
AB≠BA in General

Multiplication of a Matrix by a Matrix
CBA 

][][][ rmrnnm 

Commutative rule (교환법칙) 
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Properties of Matrix Multiplication

( ) ( ) ( ) ( )

( ) ( ) ( )
(2)

( ) ( )

( ) ( )

a k k k

b

c

d

 





  
   

A B AB A B

A BC AB C

A B C AC BC

C A B CA CB

 BAAB korkwritten 

 ABCwritten 

(2b) is called the associative law (결합법칙)

(2c) and (2d) is called the distributive law (분배법칙)
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)1(2211

1

 nkjnkjkj

n

l

lkjljk babababac 


Since matrix multiplication is a multiplication of rows into columns, we can write the 

defining formula (1) more compactly as

)3(kjjkc ba .,,1;,,1 pkmj  

where aj : the jth row vector of A

bk : the kth column vector of B, so that in agreement with (1),

  nkjnkjkj

nk
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jnjjkj bababa

b

b

aaa 

















  2211

1

21ba

CBA 
][][][ rmrnnm 

Properties of Matrix Multiplication
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If A=[ajk] is of size 3x3 and B=[bjk] is of size 3x4, then

1 1 1 2 1 3 1 4

2 1 2 2 2 3 2 4

3 1 3 2 3 3 3 4

(4).

 
 


 
  

a b a b a b a b

AB a b a b a b a b

a b a b a b a b

Parallel processing of products on the computer is facilitated by a variant of (3)

for computing C=AB, which is used by standard algorithms.

In this method, A is used as given, B is taken in terms of its column vectors, 

and the product is computed columnwise; thus, 

1 2 1 2 (5).p p
       AB A b b b Ab Ab Ab

 4321

3

2

1

, bbbbB

a

a

a

A 



















Ex 5) Product in Terms of Row and Column Vectors

Properties of Matrix Multiplication
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1 2 1 2 (5).p p
       AB A b b b Ab Ab Ab

Columns of B are then assigned to different processors (individually or 

several to each processor), which simultaneously compute the 

columns of the product matrix Ab1, Ab2, etc.

1 1 1 2 1 3 1 4

2 1 2 2 2 3 2 4

3 1 3 2 3 3 3 4

(4).

 
 


 
  

a b a b a b a b

AB a b a b a b a b

a b a b a b a b

Ex 5) Product in Terms of Row and Column Vectors

jk j kc  a b

Properties of Matrix Multiplication
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To obtain AB from (5), calculate the columns
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34

6

7

25

14
,

8

4

4

0

25

14
,

17

11

1

3

25

14

of AB and then write them as a single matrix, as shown in the second equation 

on the right.

Ex 6) Computing Products Columnwise by (5)

Properties of Matrix Multiplication

1 2 1 2      (5).p p
       AB A b b b Ab Ab Ab



Seoul 
National
Univ.

24
Engineering Math,  7. Linear Algebra

Applications of Matrix Multiplication

Ex 11) Computer Production. Matrix Times Matrix

Supercomp Ltd produces two computer models PC1086 and PC1186. 

Matrix A : the cost per computer (in thousands of dollars) 

Matrix B : the production figures for the year 2010 (in multiples of 10,000 units)

Find a matrix C that shows the shareholders the cost per quarter (in millions of 

dollars) for raw material, labor, and miscellaneous.

PC1086  PC1186

1.2 1.6

0.3 0.4

0.5 0.6

 
 


 
  

A

Raw Components

Labor

Miscellaneous











3426

9683
B

PC1086

PC1186

Quarter

1      2      3     4
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Applications of Matrix Multiplication

Ex 11) Computer Production. Matrix Times Matrix

1.2 1.6

0.3 0.4

0.5 0.6

 
 


 
  

A

PC1086  PC1186

Raw Components

Labor

Miscellaneous











3426

9683
B

PC1086

PC1186

Quarter

1      2      3     4



















3.64.52.51.5

9.34.32.33.3

6.156.138.122.13

ABC

Quarter

1              2             3             4

Raw Components

Labor

Miscellaneous

Q ?
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A weight-watching program

A person of 185lb burns 350 cal/hr in walking (3 mph)

500 cal/hr in bicycling (13 mph)

950 cal/hr in jogging (5.5 mph)

Bill, weighing 185 lb, plans to exercise according to the matrix shown. 

Verify the calculations (W = Walking, B = Bicycling, J=Jogging).























































2400

1000

1325

825

950

500

350

0.15.10.2

5.005.1

5.00.10.1

5.000.1

W         B        J

MON

WED

FRI

SAT

MON

WED

FRI

SAT

Ex 12) Weight Watching. Matrix Times Vector

Applications of Matrix Multiplication

* 1 lb (파운드) = 0.453592 kg
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Applications of Matrix Multiplication

Suppose that the 2004 state of land use in a city of 60 mi2 of built-up area is

C : Commercially Used 25 %,

I : Industrially Used 20 %,

R : Residentially Used 55 %.

Transition probabilities for 5-year intervals : A and remain practically the same 

over the time considered.

Find the states 2009, 2014, 2019

0.7 0.1 0

: 0.2 0.9 0.2

0.1 0 0.8

 
 
 
  

A

From C    From I    From R

To C

To I

To R

Ex 13) Markov Process. Powers of a Matrix. Stochastic Matrix

* Markov Process: 미래 상태가 과거 상태와는 독립적으로 현재 상태에 의해서만 결정된다는 것
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A : stochastic matrix (확률행렬) : a square matrix 

all entries nonnegative 

all column sums equal to 1

Markov process : the probability of entering a certain state depends only on the 

last state occupied (and the matrix A), not on any earlier state.

solution.























558.0200251.0

552.0209.0252.0

550201.0257.0

area

C

I

R

.

5.46

0.34

5.19

55

20

25

8.001.0

2.09.02.0

01.07.0





















































Ex 13) Markov Process. Powers of a Matrix. Stochastic Matrix

Applications of Matrix Multiplication

0.7 0.1 0

: 0.2 0.9 0.2

0.1 0 0.8

 
 
 
  

A

From C    From I    From R

To C

To I

To R

* Markov Process: 미래 상태가 과거 상태와는 독립적으로 현재 상태에 의해서만 결정된다는 것
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Ex 13) Markov Process. Powers of a Matrix. Stochastic Matrix

Applications of Matrix Multiplication























558.0200251.0

552.0209.0252.0

550201.0257.0
area

C

I

R

.

5.46

0.34

5.19

55

20

25

8.001.0

2.09.02.0

01.07.0





















































We see that the 2009 state vector (y) is the column vector 





































55

20

25

5.46

0.34

5.19

AAxy The vector (x) is the given 2004 state 

vector

The sum of the entries of y is 100%.

Similarly, you may verify that for 2014 and 2019 we get the state vectors.

 T2 15.3980.4305.17)(  xAAxAAyz

 T3 025.33660.50315.16)(  xAAyAAzu

0.7 0.1 0

: 0.2 0.9 0.2

0.1 0 0.8

 
 
 
  

A

From C    From I    From R

To C

To I

To R

Q ?



Seoul 
National
Univ.

30
Engineering Math,  7. Linear Algebra

Transposition (전치)

Transposition of Matrices and Vectors

The transposition of an m x n matrix A=[ajk] is the n x m matrix  AT (read A

transpose) 

: the first row of A as its first column 

the second row of A as its second column, and so on.

Thus the transpose of A in (2) is AT=[akj] , written out

As a special case, transposition converts row vectors to column vectors and 

conversely
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Transposition
























 


01

08-

45

  then    ,
004

185
  If T

AA

Comparing this A little more compactly, we can write

,

01

08-

45

004

185
T
























 
,

1-0

83

1-8

03
T



















  ,

3

2

6

326
T

















  326

3

2

6
T



















Ex 7) Transposition of Matrices and Vectors



Seoul 
National
Univ.

32
Engineering Math,  7. Linear Algebra

Rules for transposition

T T

T

T

T T

T T T

T

( ) ( )

( ) ( )

( ) ( )

( ) ( )

a

b

c c c

d

 


  






 A

A A

A B A

B B

B

A A

A

Caution! Note that in (d) the transposed matrices are in reversed order.



Seoul 
National
Univ.

33
Engineering Math,  7. Linear Algebra

Special Matrices

Symmetric matrix (대칭행렬)

Skew-symmetric matrix (반대칭행렬)

)  thus(,T

jkkj aa  AA

).0  hence,  thus(,T  jjjkkj aaaAA

Ex 8) Symmetric and Skew-symmetric Matrices



















30150200

15010120

20012020

A























023

201

310

B

Symmetric matrix Skew-symmetric matrix

0

0

0
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Triangular Matrices

Ex 9) Upper and Lower Triangular Matrices

,
20

31









0 ,

600

230

241

















0

0 0

,

867

018

002

















 0

0 0

.

6391

0201

0039

0003



















 0

0 0

0

0

0

Upper Triangular Matrices Lower Triangular Matrices

Upper triangular matrices (위삼각행렬)

 square matrices 

 nonzero entries only on and above the main diagonal

 any entry below the diagonal must be zero. 

Lower triangular matrices (아래삼각행렬)

 nonzero entries only on and below the main diagonal 

 Any entry on the main diagonal of a triangular matrix may be zero or not.
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Diagonal Matrices

Ex 10) Diagonal Matrix D. Scalar Matrix S. Unit Matrix I.

,

000

030

002

















D

Diagonal Matrices (대각행렬)

 square matrices 

 nonzero entries only on the main diagonal

 any entry above or below the main diagonal must be zero.

,

00

00

00
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c

c

S .
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001
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Diagonal Matrices

,

000

030

002

















D ,

00

00

00



















c

c

c

S .

100

010

001

















I

S : scalar matrix (스칼라행렬)

).12(ASAAS c

I : unit matrix (or identity matrix) (단위행렬)

a scalar matrix whose entries on the main diagonal are all 1

).13(AIAAI 
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REFERENCE: VECTORS AND LINEAR EQUATIONS*

*Strang G., Introduction to Linear Algebra, Third edition,  Wellesley-Cambridge Press, 2003, Ch.2.1, p21
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Vectors and Linear Equations

The import problem of linear algebra is to solve a system of equations. 

2 1

3 2 11

x y

x y

 

 
First example)

Slopes are important in calculus and 

this is linear algebra.

12  yx

1123  yx

1

1

3

y

x

3

11

The point x = 3, y = 1 lies on both lines. 

This is the solution to our system of linear 

equations.

solution of first equation

solution of second equation

The left figure shows two lines meeting 

at a single point.
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Vectors and Linear Equations

1123

12





yx

yx

Linear system (선형연립방정식) can be  a “vector equation”. If you 

separate the original system into its columns instead of its rows, you get

b


























11

1

2

2

3

1
yx

y

x










3

1









2

2










11

1










9

3

A combination of columns produces the right 

side (1, 11).

This has two column vectors on 

the left side. The problem is to 

find the combination of those 

vectors that equals the vector on 

the right.
We are multiplying the first column by x and the second column by y, 

and adding. With the right choices x = 3, y = 1, this produces 3 

(column 1) + 1 (column 2) = b.

The left figure combines the column vectors on the left 

side to produce the vector b on the right side.

12  yx

1123  yx

1

1

3

y

x

3

11

비교
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Vectors and Linear Equations 1123

12





yx

yx

b


























11

1

2

2

3

1
yx

The left side of the vector equation is a linear combination of the 

columns.

The problem is to find the right coefficients x = 3 and y = 1. 

We are combining scalar multiplication and vector addition into one 

step. :

1,3  yx

1 2 1
3 1

3 2 11
  

     
      

     
Linear combination
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Vectors and Linear Equations
- Three Equations in Three Unknowns

The three unknowns x, y, z. The linear equations  Ax = b are

2 3 6

2 5 2 4

6 3 2

x y z

x y z

x y z

  

  

  

The right figure shows three planes meeting at a single point.

x

y

z

632  zyx

4252  zyx

x

y

z

236  zyx

L L

The usual result of two equations in 

three unknowns is a intersect line L of 

solutions.

The third equation gives a third plane. It cuts 

the line L at a single point. That point lies on 

all three planes and it satisfies all three 

equations.

















2

0

0
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Vectors and Linear Equations
- Three Equations in Three Unknowns

1 2 3 6

2 5 2 4

6 3 1 2

x y z

       
       

  
       
              

The left figure combines three columns to 

produce the vector (6,4,2)

x

y

z

1column 

6

2

1



















2column 

3

5

2



































1

2

3

3column     times2

2

4

6



















b

2 3 6

2 5 2 4

6 3 2

x y z

x y z

x y z

  

  

  

The left figure starts with the vector form of the equations :

(x, y, z) = (0, 0, 2) because 2(3, 2, 1) = (6, 4, 2) = b.

The coefficient we need are 

x = 0, y = 0 and z = 2. This 

is also the intersection 

point of the three planes in 

the right figure. x

y

z

236  zyx

L

















2

0

0
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Vectors and Linear Equations
- The Matrix Form of the Equations

bAx 























































2

4

6

136

252

321

z

y

x

)3(236

4252

632







zyx

zyx

zyx

Coefficient matrix unknown vector

Matrix equation :

We multiply the matrix A times the unknown vector x to get the right side 

b.
Multiplication by rows : Ax 

comes from dot products, each 

row times the column x :

.

)(

)(

)(

























x3row

x2row

x1row

Ax

Multiplication by columns : Ax is 

a combination of column 

vectors :

)()(

)(

3column2column

1columnAx

zy

x
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Vectors and Linear Equations
- The Matrix Form of the Equations

bAx 























































2

4

6

136

252

321

z

y

x

When we substitute the solution x = (0, 0, 2), the multiplication Ax 

produces b :

)()()( 3column2column1columnAx zyx 

.

2

4

6

 3column    times2

2

0

0

136

252

321





















































The first dot product in row multiplication is (1, 2, 3) • (0, 0, 2) = 6. The 

other dot products are 4 and 2. 

Multiplication by columns is simply 2 times column 3.

Ax is a combination of the columns of A.
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7.3 LINEAR SYSTEMS OF

EQUATIONS. GAUSS

ELIMINATION
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coefficients

If b1=∙∙∙=bm=0, homogeneous system (제차

방정식), else nonhomogeneous system (비

제차방정식).

Linear System, Coefficient Matrix, Augmented Matrix

mnmnmm

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa















2211

22222121

11212111

)1(

A linear system (선형연립방정식) of m equations in n unknowns x1,∙∙∙ , xn is a set 

of equations of the form

The system is called linear because each variable xj appears in the first power 

only, just as in the equation of a straight line. 

















m

n

bb

aa





,

,

:given  

1

111
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Linear System, Coefficient Matrix, Augmented Matrix

mnmnmm

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa















2211

22222121

11212111

)1(

A solution of (1) is a set of numbers x1,∙∙∙ , xn that satisfies all the m equations.

A solution vector of (1) : a vector x whose components form a solution of (1). 

If the system (1) is homogeneous → the trivial solution (자명한해) x1=0,∙∙∙ , xn=0. 

Matrix Form of the Linear system (1). 

)2(bAx 
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Linear System, Coefficient Matrix, Augmented Matrix

mnmnmm

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa















2211

22222121

11212111

)2(bAx 

the coefficient matrix A=[ajk] :  m x n matrix

,

21

22221

11211






















mnmm

n

n

aaa

aaa

aaa









A ,  and  ,  and

1

1

















































m

n

b

b

b

x

x

x

 A is not a zero matrix.

 x has n components, whereas b has m components.

m

n
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mmnmm

n

n

b

b

aaa

aaa

aaa 1

21

22221

11211

~









A

Augmented matrix (첨가행렬)

The dashed vertical line could be omitted. 

The last column of Ã does not belong to A.

The augmented matrix Ã determines the system (1) completely because it 
contains all the given numbers appearing in (1). 

Linear System, Coefficient Matrix, Augmented Matrix

mnmnmm

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa















2211

22222121

11212111

)1(
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Linear System, Coefficient Matrix, Augmented Matrix

If m = n =2, we have two equations in two 

unknowns x1, x2

2222121

1212111

bxaxa

bxaxa





If we interpret x1, x2 as coordinate in the x1 x2 -

plane, 

 each of the two equations represents a 

straight line, 

 (x1, x2) is a solution if and only if the point P 

with coordinates x1, x2 lies on both lines. 

Hence there are three possible cases :

(a) precisely one solution if the lines intersect

(b) Infinitely many solutions if the lines coincide

(c) No solution if the lines are parallel

If the system is homogenous (b1=b2=0), case (c) 

cannot happen

1x

2x
121  xx

3

1
1

02 21  xx

1x

2x

1

121  xx

222 21  xx

1x

2x

1

121  xx

021  xx

Ex 1) Geometric Interpretation. Existence and Uniqueness of Solutions
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Linear System, Coefficient Matrix, Augmented Matrix

Changing the form of the equation as

(b) Infinitely many solutions if the lines 

coincide

2x

1x1

121  xx

222 21  xx

12 1 xx 

if we choose a value of x1, then the 

corresponding values of x2 is uniquely 

determined.

x1 : independent variable

or design variable,

x2 : dependent variable.

There would be many solutions, 

so we choose the best solution to obtain proper 

result.

Ex 1) Geometric Interpretation. Existence and Uniqueness of Solutions
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Linear System, Coefficient Matrix, Augmented Matrix

Three equations in three unknowns interpreted as 

planes in space

Unique solution No solutionInfinitely many solutions

Ex 1) Geometric Interpretation. Existence and Uniqueness of Solutions

1 11 1 12 2 13 3 1

2 21 1 22 2 23 3 2

3 31 1 32 2 33 3 3

:

:

:

p a x a x a x b

p a x a x a x b

p a x a x a x b

  

  

  

1p

2p

3p

1p

2p

3p

1p

2p
3p

1p
2p

3p

1p

2p

3p

1p

2p 3p

1p

2p

3p

1p

2p

3p

No solution
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 Gauss Elimination (가우스소거법) and Back Substitution (후치환)

 A standard elimination method for solving linear systems

 If a system is in “triangular form”, we can solve it by “back 

substitution”.

,

600

230

241

















0

0 0 

















867

018

002

0

0 0

Triangular Matrices

Gauss Elimination and Back Substitution

Upper triangular matrix Lower triangular matrix
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Gauss Elimination and Back Substitution

x1 + 2x2 + x3 =  1

3x1 - x2 - x3= 2

2x1+3x2 - x3= -3 























































3

2

1

132

113

121

3

2

1

x

x

x

row2 + 
row1x(-3)

3x1 - x2 - x3= 2 

-3x1-6x2-3x3=-3

-7x2 -4x3= -1

row2 + 
row1x(-3)

x1 + 2x2 + x3 =  1

-7x2 -4x3 = -1

2x1+3x2 - x3 = -3 























































3

2

1

132

113

121

3

2

1

x

x

x

0 7 4 1
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x1 + 2x2 + x3 =  1

-7x2 -4x3 = -1

2x1+3x2 - x3 = -3

x1 + 2x2 + x3 =  1

- 7x2 - 4x3 = -1

- x2 - 3x3 = -5

























































3

1

1

132

470

121

3

2

1

x

x

x

row3 + 
row1x(-2)

2x1+3x2 - x3 = -3

-2x1 -4x2 -2x3 =-2

-x2 -3x3= -5

row3 + 
row1x(-2)

























































3

1

1

132

470

121

3

2

1

x

x

x

0 1 3 5

























































3

2

1

132

113

121

3

2

1

x

x

xx1 + 2x2 + x3 = 1

3x1 - x2 - x3 = 2

2x1 + 3x2 - x3 = -3

Gauss Elimination and Back Substitution
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5

1

1

310

470

121

3

2

1

x

x

xx1 + 2x2 + x3 =  1

-7x2 -4x3 = -1

-x2 -3x3 = -5

x1 + 2x2 + x3 =  1

-x2 -3x3 = -5

-7x2 -4x3 = -1

row 2 ↔ row 3

























































1

5

1

470

310

121

3

2

1

x

x

x

x1 + 2x2 + x3 =  1

x2 +3x3 = 5

-7x2 -4x3 = -1

row 2x(-1)





















































 1

5

1

470

310

121

3

2

1

x

x

x

Gauss Elimination and Back Substitution

























































3

2

1

132

113

121

3

2

1

x

x

xx1 + 2x2 + x3 = 1

3x1 - x2 - x3 = 2

2x1 + 3x2 - x3 = -3
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x1 + 2x2 + x3 =  1

x2 +3x3 = 5

-7x2 -4x3 = -1 



















































 1

5

1

470

310

121

3

2

1

x

x

x

row 3+ row 2x7

x1 + 2x2 + x3 =  1

x2 +3x3 = 5

17x3 = 34 

















































34

5

1

1700

310

121

3

2

1

x

x

x

The last equations and matrix are equal to given original equations.

























































3

2

1

132

113

121

3

2

1

x

x

xx1 + 2x2 + x3 = 1

3x1 - x2 - x3 = 2

2x1 + 3x2 - x3 = -3

Gauss Elimination and Back Substitution
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Gauss Elimination and Back Substitution

x1 + 2x2 + x3 =  1

x2 +3x3 = 5

17x3 = 34 

















































34

5

1

1700

310

121

3

2

1

x

x

x

2
17

34
3 x

5233 232  xxx

12 x

12)1(22 1321  xxxx

11  x

3x

2x

1x

“Back substitution”
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Gauss Elimination and Back Substitution

























































3

2

1

132

113

121

3

2

1

x

x

x

Since a linear system is completely determined by its augmented matrix, 

Gauss elimination can be done by merely considering the matrices.





















3

2

1

132

113

121

augmented matrix

 



















































34

5

1

1700

310

121

3

2

1

x

x

x

















34

5

1

1700

310

121
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Elementary Row Operations. 
Row-Equivalent (행 동치) System

Elementary Row Operations for Matrices :

1) Interchange of two rows

2) Addition of a constant multiple (상수배) of one row to another row

3) Multiplication of a row by a nonzero constant c

Elementary Operations for Equations :

1) Interchange of two equations

2) Addition of a constant multiple of one equation to another equation

3) Multiplication of an equation by a nonzero constant c
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Elementary Row Operations. 
Row-Equivalent (행 동치) System

The interchange, addition, and multiplication of two equations does not alter 

the solution set. Because we can undo it by a corresponding subtraction. 

A linear system S1 is row-equivalent to a linear system S2 if S1 can be obtained 

from S2 by row operations. 

S1

S2

Row Operations

Solution set of S1

Solution set of S2

Same
“a linear system S1

is row-equivalent to 

a linear system S2 ”

Because of this theorem, systems having the same solution sets are often 

called equivalent systems. 

No column operations on the augmented matrix are permitted because they 

would generally alter the solution set.

①
②

③

① : “elimination” ② : Solution of S2 found ③ : Solution of S1 found 
goal
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Gauss Elimination : 
The Three Possible Cases of Systems

case 1 : Gauss Elimination if Infinitely Many Solutions Exist

three equations < four unknowns























1.24.23.03.02.1

7.24.55.15.16.0

0.80.50.20.20.3 1 2 3 4

1 2 3 4

1 2 3 4

3.0 2.0 2.0 5.0 8.0

0.6 1.5 1.5 5.4 2.7

1.2 0.3 0.3 2.4 2.1

x x x x

x x x x

x x x x

   

   

   
Row2-0.2*Row1

Row3-0.4*Row1























1.14.41.11.10

1.14.41.11.10

0.80.50.20.20.3 1 2 3 4

2 3 4

2 3 4

3.0 2.0 2.0 5.0 8.0

1.1 1.1 4.4 1.1

1.1 1.1 4.4 1.1

x x x x

x x x

x x x

   

  

    

Row3+Row2





















00000

1.14.41.11.10

0.80.50.20.20.3
1 2 3 4

2 3 4

3.0 2.0 2.0 5.0 8.0

1.1 1.1 4.4 1.1

0 0

x x x x

x x x
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Gauss Elimination : 
The Three Possible Cases of Systems

Back substitution. 

2 3 4From the second equation : 1 4x x x  

1 4From the first equation : 2x x 

Since x3 and x4 remain arbitrary, we have infinitely 

many solutions.

case 1 : Gauss Elimination if Infinitely Many Solutions Exist





















00000

1.14.41.11.10

0.80.50.20.20.3
1 2 3 4

2 3 4

3.0 2.0 2.0 5.0 8.0

1.1 1.1 4.4 1.1

0 0

x x x x

x x x

   

  



If we choose a value of x3 and a value of x4, then the corresponding values of x1

and x2 are uniquely determined.
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Gauss Elimination : 
The Three Possible Cases of Systems

















6426

0112

3123
1 2 3

1 2 3

1 2 3

3 2 3

2 0

6 2 4 6

x x x

x x x

x x x

  


  
   

Row2-2/3*Row1

Row3-2*Row1





















0220

23/13/10

3123 1 2 3

2 3

2 3

3 2 3

1/ 3 1/ 3 2

2 4 0

x x x

x x

x x

  


   
   

case 2 : Gauss Elimination if no Solution Exists

Row3-6*Row3



















12000

23/13/10

3123 1 2 3

2 3

3 2 3

1/ 3 1/ 3 2

0 12

x x x

x x

  


   
 

The false statement 0=12 show that the system has no solution.
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Row Echelon Form and Information From It

Row Echelon Form

At the end of the Gauss elimination (before the back substitution) 

the row-echelon form (행사다리꼴) of the augmented matrix will be

)8(

~

~

~

~

1

2222

111211











































m

r

rrnrr

n

n

b

b

bkk

bcc

baaa

Zero

Zero

Here, r ≤ m and a11 ≠ 0, c22 ≠ 0, ∙∙∙, krr ≠ 0, and all the entries in the blue triangle

as well as in the blue rectangle are zero. 

( r : no. of equations,   n : no. of unknowns,   m : no. of rows )
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Row Echelon Form and Information From It

(a) Exactly one solution

if r = n and                , if present, are zero,

solve the nth equation corresponding to (8) (which is knnxn=bn) for xn, then the (n-1)st equation for xn-1, 

and so on up the line (back substitution). 

1,r mb b























0

190

90

0

000

9500

25100

111
3r

3n

4m

Row Echelon Form

(b) Infinitely many solutions

if r < n and              are zero,

to obtain any of these solutions, choose values of xr+1, ∙∙∙, xn arbitrary. 

Then solve the rth equation for xr, then the (r-1)st equation for xr-1, and so on up the line. 

1,r mb b





















00000

1.14.41.11.10

0.80.50.20.20.32r

4n

3m

(c) No solution

if r < m and one of the entries                is not zero, there is no solution.1,r mb b



















12000

23/13/10

31232r

3m

3n

1 2 3

2 3

3 2 3

1/ 3 1/ 3 2

0 12

x x x

x x

  


   
 

1 2 3

1 2 3

1 2 3

1 2 3

0

0 10 25 90

0 0 95 190

0 0 0 0

x x x

x x x

x x x

x x x

  


   


     
      

1 2 3 4

1 2 3 4

1 2 3 4

3.0 2.0 2.0 5.0 8.0

0 1.1 1.1 4.4 1.1

0 0 0 0 0.0

x x x x

x x x x

x x x x

   


    
        

( r : no. of equations,   n : no. of unknowns,   m : no. of rows )
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7.4 LINEAR INDEPENDENCE. RANK OF

MATRIX. VECTOR SPACE
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Linearly independent vectors 

x

y

z

i

j

k





















































1

0

0

,

0

1

0

,

0

0

1

kji

We can express the location of the point 

with i, j, k.





















































1

0

0

0

1

0

0

0

1

cbacba kji

If the point is at the origin, the equation 

becomes

.

0

0

0

1

0

0

0

1

0

0

0

1







































































0cba

The equation above is satisfied if and only if 

a=b=c=0.

Then, i, j, k are linearly independent.
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Linear Independence and Dependence of Vectors

Given any set of m vectors a(1), ∙∙∙, a(m) (with the same number of components), 

a linear combination of these vectors is an expression of the form

)()2(2)1(1 mmccc aaa  
c1, c2, ∙∙∙, cm are any scalars. Now consider the equation.

)1()()2(2)1(1  0aaa  mmccc

vectors linearly independent set or linearly independent.

1 2 mc c c    0

(1) (2) ( ), , , ma a a

When

비교

Vector

Function
Linear Dependence / Independence

A set of functions                                                      is said to be ‘linearly

dependent’ on an interval      if there exist constant                            not all zero

such that 

for every      in the interval.

If the set of functions is not linearly dependent on the interval, it is said to be 

‘linearly independent’

Definition 3.1

)(,),(),( 21 xfxfxf n

I ,,..., 21 nccc

0)()()( 2211  xfcxfcxfc nn

x

021  nccc 

In other words, a set of functions is ‘linearly independent’ if the only constants for

0)()()( 2211  xfcxfcxfc nn
are
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Linear Independence and Dependence of Vectors

)1()()2(2)1(1  0aaa  mmccc

If (1) also holds with scalars not all zero, we call these vectors linearly dependent, because 

then we can express (at least) one of them as a linear combination of the others. For 

instance, if (1) holds with, say, c10, we can solve (1) for a(1) :

(Some kj’s may be zero. If a(1)=0, even all of them may be zero.)

)/  (where     , 1)()2(2)1( cckkk jjmm  aaa 
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Linear Independence and Dependence of Vectors

The three vectors are 

linearly dependent

Ex 1) Linear Independence and Dependence

(1)

(2)

(3)

[ 3, 0, 2, 2]

[ 6, 42, 24, 54]

[21, 21, 0, 15]



 

  

a

a

a

(1)

(2)

(3)

6 [18, 0, 12, 12]

1
[3, 21, 12, 27]

2

[ 21, 21, 0, 15]



    

  

a

a

a

(1) (2) (3)

1
6 [0,0,0,0]

2
  a a a

Vector MatrixLinear Systems

1 2 3

1 2 3

1 2 3

3 0 2 2

6 42 24 54

21 21 0 15

x x x

x x x

x x x

   

   

     

1 2 3

1 2 3

1 2 3

3 0 2 2

0 42 28 58

21 21 0 15

x x x

x x x

x x x

   


   
     

1 2 3

1 2 3

1 2 3

3 0 2 2

0 42 28 58

0 21 14 29

x x x

x x x

x x x

   


   
     

1 2 3

1 2 3

1 2 3

3 0 2 2

0 42 28 58

0 0 0 0

x x x

x x x

x x x

   


   
      

3 0 2 2

6 42 24 54

21 21 0 15

 
 

 
   

3 0 2 2

0 42 28 58

21 21 0 15

 
 
 
   

3 0 2 2

0 42 28 58

0 21 14 29

 
 
 
    

3 0 2 2

0 42 28 58

0 0 0 0

 
 
 
  

3 0 2

6 42 24

21 21 0

 
 

 
  

3 0 2

0 42 28

21 21 0

 
 
 
  

3 0 2

0 42 28

0 21 14

 
 
 
   

3 0 2

0 42 28

0 0 0

 
 
 
  

The three equations are 

linearly dependent
The three rows are 

linearly dependent

①x2+②

①x(-7)+③

②x(0.5)+③

①

②

③
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Rank of a Matrix

Rank (계수) of a Matrix

The rank of a matrix A

: “the maximum number of linearly independent row vectors” of A. rank A.

Ex 2) Rank

)2(

1502121

5424426

2203





















AThe 

matrix

has rank 2, because Example 1 shows that the first two row vectors are linearly 

independent, whereas all three row vectors are linearly dependent.

Note further that rank A=0 if and only if A=0 (zero matrix).
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Rank of a Matrix

Example 1 
Rank of 3 x 4 Matrix

u1 ≠ c u2 → u1, u2 is linearly independent. 

Hence by Definition, rank(A) = 2.

.

8753

8622

3111























A

Consider the 3 x 4 matrix

With u1=(1 1 -1 3), u2=(2 -2 6 8), and 

u3=(3 5 -7 8) → 4u1-1/2u2+u3=0.

the set u1, u2, u3 is linearly dependent.

1 1 1 3

2 2 6 8

3 5 7 8

 
 

 
  

1 1 1 3

0 4 8 2

3 5 7 8

 
 

 
  

1 1 1 3

0 4 8 2

0 2 4 1

 
 

 
   

1 1 1 3

0 4 8 2

0 0 0 0

 
 

 
 
 

①x(-2)+②

①x(-3)+③

②x(0.5)+③

rank(A) = 2

1 2 3

1 2 3

1 2 3

3

2 2 6 8

3 5 7 8

x x x

x x x

x x x

  


  
   

1 2 3

1 2 3

1 2 3

3

0 4 8 2

3 5 7 8

x x x

x x x

x x x

  


   
   

1 2 3

1 2 3

1 2 3

3

0 4 8 2

0 2 4 1

x x x

x x x

x x x

  


   
     

1 2 3

1 2 3

1 2 3

3

0 4 8 2

0 0 0 0

x x x

x x x

x x x
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Rank and Row-Equivalent Matrices

Theorem 1 : Row-Equivalent Matrices

Row-equivalent matrices have the same rank.

A1 is row-equivalent to a matrix A2

 rank is invariant under elementary row operations.

1 1 1

0 10 25

0 0 95

0 0 0

 
 
 
 
 
 

1 1 1

1 1 1

0 10 25

20 10 0

 
 
 
 
 
 
 

3.0 2.0 2.0 5.0

0 1.1 1.1 4.4

0 0 0 0

 
 


 
  

3.0 2.0 2.0 5.0

0.6 1.5 1.5 5.4

1.2 0.3 0.3 2.4

 
 


 
   

3 2 1

0 1/ 3 1/ 3

0 0 0

 
 


 
  

3 2 1

2 1 1

6 2 4

 
 
 
  



Seoul 
National
Univ.

75
Engineering Math,  7. Linear Algebra

Rank and Row-Equivalent Matrices

Example 3  
Linear Independence
/Dependence

Determine whether the set of vectors

in R3 in linearly dependent or linearly 

independent.







2,1,3

0,3,0

1,1,2

3

2

1

u

u

u

Solution)

 If we form a matrix A with the given 
vectors as rows, 

 if we reduce A to a row-echelon 
form B with rank 3, then the set of 
vectors is linearly independent.

 If rank(A) < 3, then the set of vectors 
is linearly dependent.



















213

030

112

A operations

row

Q ?
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Rank in Terms of Column Vectors

Theorem 3 : Rank in Terms of Column Vectors

The rank r of a matrix A equals the maximum number of linearly independent 

column vectors of A. Hence A and its transpose AT have the same rank.

Proof) Let A be an m x n matrix of rank(A) = r

Then by definition of rank, A has r linearly independent rows which we 

denote by v(1), ∙∙∙, v(r) and all the rows a(1), ∙∙∙, a(m) of A are linear 

combinations of those.
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Rank in Terms of Column Vectors - 3 by 3 matrix

11 12 13 1

21 22 23 2

31 32 33 3

,

a a a

a a a

a a a

   
   

 
   
      

a

A a

a



























































333232131

323222121

313212111

333231

232221

131211

3

2

1

vvv

vvv

vvv

a

a

a

ccc

ccc

ccc

aaa

aaa

aaa

3 (= rank A) linearly independent rows (basis) :

let rank 3A

 1312111 vvvv

 2322212 vvvv

 3332313 vvvv

행벡터를 v1, v2, v3의 일차결합으로 표현함

A의 rank가 3이므로 3개의 행벡터 (a1, a2, a3)는 linearly 
independent 하다. 

를 다른 basis (v1, v2, v3)로 표현한다면 3개의 basis가 필요하다.  1 2 3, ,a a a

1 2 3

11 1 12 2 13 3 21 1 22 2 23 3 31 1 32 2 33 3

11 21 31 1 12 22 32 2 13 23 33 3

( ) ( ) ( )

( ) ( ) ( )

( , , , : )

l m n

l c c c m c c c n c c c

lc mc nc lc mc nc lc mc nc

l m n c const

  

        

        

b a a a

v v v v v v v v v

v v v

를 다른 2개의 basis로 표현한다면1 2 3, ,a a a

1 2 3

11 1 12 2 21 1 22 2 31 1 32 2

11 21 31 1 12 22 32 2

( ) ( ) ( )

( ) ( )

( , , , : )

l m n

l c c m c c n c c

lc mc nc lc mc nc

l m n c const

  

     

     

b a a a

v v v v v v

v v

그러므로 A의 행벡터가 이루는 공간은 3개의 basis를
갖는다.  (ex :               )

즉 그 공간의 임의의 벡터(b)는 A의 행벡터로 표현될
수 있다. 

1 2 3 ( , , : )l m n l m n const  b a a a

1 2 3, ,a a a Ex) 3차원 공간상의 벡터 b를
basis 의 linear 
combination으로 표현

1 2 3, ,a a a

Ex) 3차원 공간상의 벡터 b를
basis 의 linear 
combination으로 표현

1 2 3, ,v v v

Ex)           만으로는 3차원 공
간상의 벡터 b를 표현할 수 없
음

1 2,v v

* basis (기저): 공간에 속한 1차독립인 벡터들의 최대집합



Seoul 
National
Univ.

78
Engineering Math,  7. Linear Algebra

Rank in Terms of Column Vectors - 3 by 3 matrix

1 11 12 13 11 1 12 2 13 3

2 21 22 23 21 1 22 2 23 3

31 32 33 31 1 32 2 33 33

a a a c c c

a a a c c c

a a a c c c

     
    

        
          

a v v v

A a v v v

v v va

31132112111111 vcvcvca 

31232122112121 vcvcvca 

31332132113131 vcvcvca 

32132212121112 vcvcvca 

32232222122122 vcvcvca 

32332232123132 vcvcvca 

33132312131113 vcvcvca 

33232322132123 vcvcvca 

33332332133133 vcvcvca 

열벡터도 3개의 basis (c의 성분의 수는 v의 수와 동일함) 존재. 따라서 rank AT = rank A

1 11 12 13 11 1 12 2 13 3

11 11 12 13 12 21 22 23 13 31 32 33

11 11 12 21 13 31 11 12 12 22 13 32 11 13 12 22 13 32

[ ] [ , , ]

[ , , ] [ , , ] [ , , ]

[( ), ( ), ( )]

a a a c c c

c v v v c v v v c v v v

c v c v c v c v c v c v c v c v c v

   

  

      

a v v v

새로운 basis v의 성분으로 표현하면

1 11 12 13

2 1 21 2 22 3 23

3 31 32 33

k

k k k k

k

a c c c

a v c v c v c

a c c c

       
       

  
       
              

Column 
Vector of A

linearly independent basis

 1312111 vvvv

 2 21 22 23v v vv

 3332313 vvvv

행 벡터들에 대한 방정식을 열 벡터들에 대한 식으로 변경
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Rank in Terms of Column Vectors - 3 by 3 matrix

1 11 12 13 11 1 12 2 13 3

2 21 22 23 21 1 22 2 23 3

31 32 33 31 1 32 2 33 33

a a a c c c

a a a c c c

a a a c c c

     
    

        
          

a v v v

A a v v v

v v va

A의 행백터 관점에서 basis의 개수가 줄어들게 되어 모순이 됨

1 11 12 13

2 1 21 2 22 3 23

3 31 32 33

k

k k k k

k

a c c c

a v c v c v c

a c c c

       
       

  
       
              

A의 열벡터

1 11 12 12

2 1 21 2 22 3 22

3 31 32 23

k

k k k k

k

a c c c

a v c v c v u c

a c c c

       
       

  
       
              

1 11 12

2 1 21 2 3 22

3 31 32

( )

k

k k k k

k

a c c

a v c v v u c

a c c

     
     

  
     
          

1 11 12 13 11 1 12 2 12 3 11 1 12 2 3 11

2 21 22 23 21 1 22 2 22 3 21 1 22 2 3

31 32 33 31 1 32 2 33 3 31 1 32 2 33

(1 )( )

(1 )( )

(1 )( )

a a a c c uc c c u c

a a a c c uc c c u

a a a c c uc c c u

          
      

               
                 

a v v v v v v v

A a v v v v v v

v v v v v va

1 12

21 1 22

31 1 32

(1 )

(1 )

(1 )

new

new

new

c u

c c u

c c u

  
 

  
  
 

v

v v

v v

1, newv v

열벡터도 3개의 basis (c의 성분의 수는 v의 수와 동
일함) 존재. 
따라서 rank AT = rank A

∴ 이 열벡터들은 linearly independent 한 basis

이 열벡터들이 linearly dependent 하다면?
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7.5 SOLUTIONS OF LINEAR SYSTEMS : 
EXISTENCE, UNIQUENESS
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Solutions of Linear Systems : Existence, Uniqueness

mnmnmm

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa















2211

22222121

11212111

,

21

22221

11211






















mnmm

n

n

aaa

aaa

aaa









A


























mmnmm

n

n

b

b

aaa

aaa

aaa 1

21

22221

11211

~









A

(a) Existence (존재성): A linear systems of m equations in n unknowns x1,∙∙∙ , xn

is consistent (모순이없는), that is, has solutions (해를갖는), if and only if 

the coefficient matrix A and the augmented matrix Â have same rank. Here

Theorem 1
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Solutions of Linear Systems : Existence, Uniqueness

(b) Uniqueness (유일성)  

The linear system has precisely one solution if and only if this common 

rank r of A and Â  equals n.

(c) Infinitely Many Solutions

If this common rank r is less than n, the system has infinitely many 

solutions. 

(d) Gauss Elimination  

If solutions exist, they can all be obtained by the Gauss elimination.



Seoul 
National
Univ.

83
Engineering Math,  7. Linear Algebra

Rank of a Matrix by Row Reduction

If a matrix A is row-equivalent to a row-echelon form B, then

i) the row space of A = the row space of B

ii) the nonzero rows of B form a basis for the row space of A, and

iii) rank(A) = the number of nonzero rows in B

Theorem

Solutions of Linear Systems : Existence, Uniqueness





















00000

1.14.41.11.10

0.80.50.20.20.3























1.24.23.03.02.1

7.24.55.15.16.0

0.80.50.20.20.3



















12000

23/13/10

3123

















6426

0112

3123

①

②

③

①
②

③

①

②

rank : 3
rank : 2 rank : 3

1 2 3 4

1 2 3 4

1 2 3 4

3.0 2.0 2.0 5.0 8.0

0.3 0.3 0.2 2.3

1.5 1.0 1.0 2.5 4.0

x x x x

x x x x

x x x x

   


     
    

1 2 3

2 3

3 2 3

1/ 3 1/ 3 2

0 12

x x x

x x

  


   
 

1 2 3

1 2 3

1 2 3

1 2 3

0

11 24 90

3 3 92 190

2 2 2 0

x x x

x x x

x x x

x x x

  

   


   
   

1 2 3

1 2 3

1 2 3

1 2 3

0

0 10 25 90

0 0 95 190

0 0 0 0

x x x

x x x

x x x

x x x

  


   


     
      

1 2 3 4

1 2 3 4

1 2 3 4

3.0 2.0 2.0 5.0 8.0

0 1.1 1.1 4.4 1.1

0 0 0 0 0.0

x x x x

x x x x

x x x x

   


    
        

1 2 3

1 2 3

1 2 3

3 2 3

9 7 2 15

3 2 9

x x x

x x x

x x x

  


  
    























0

190

90

0

000

9500

25100

111























80

90

0

0

01020

25100

111

111
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Solutions of Linear Systems : Existence, Uniqueness

1 2

1 2

1 2

1

4 6

2 3 8

x x

x x

x x

 

  

 

1

2

1 1 1

4 1 6

2 3 8

x

x

   
    

      
       

Ax B

 

1 1 1

| 4 1 6

2 3 8

 
 

  
 
  

A B rank(A|B)=3

1 0 1

0 1 2

0 0 16

 
 
 
  

row operation row operation

1 0 0

0 1 0

0 0 1

 
 
 
  

1 1

4 1

2 3

 
 

 
 
  

A

row operation

1 0

0 1

0 0

 
 
 
  

rank(A)=2

different

1 0 0

0 1 0

0 0 1

 
 
 
  

No solution case

rank(A)≠rank(A|B)

1 2

1 2

1 2

0 1

0 0

0 0 1

x x

x x

x x

  


  
    

False statement
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Solutions of Linear Systems : Existence, Uniqueness
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6426
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①

②

③

①

②

③

①

②

1 2 3 4

1 2 3 4

1 2 3 4

3.0 2.0 2.0 5.0 8.0

0.3 0.3 0.2 2.3

1.5 1.0 1.0 2.5 4.0

x x x x

x x x x

x x x x

   


     
    

1 2 3

2 3

3 2 3

1/ 3 1/ 3 2

0 12

x x x

x x

  


   
 

1 2 3

1 2 3

1 2 3

1 2 3

0

11 24 90

3 3 92 190

2 2 2 0

x x x

x x x

x x x

x x x

  

   


   
   

1 2 3

1 2 3

1 2 3

1 2 3

0

0 10 25 90

0 0 95 190

0 0 0 0

x x x

x x x

x x x

x x x

  


   


     
      

1 2 3 4

1 2 3 4

1 2 3 4

3.0 2.0 2.0 5.0 8.0

0 1.1 1.1 4.4 1.1

0 0 0 0 0.0

x x x x

x x x x

x x x x

   


    
        

1 2 3

1 2 3

1 2 3

3 2 3

9 7 2 15

3 2 9

x x x

x x x

x x x

  


  
    























0

190

90

0

000

9500

25100

111























80

90

0

0

01020

25100

111

111

rank (A|B): 3
rank (A): 3

rank (A|B) : 2
rank (A): 2 rank (A|B) : 3

rank (A): 2

Solution Solution
No Solution

- One solution
(r = n)

- Many solutions
(r < n)

Consistency of AX=B

A linear system of equations AX=B is consistent if and only if the rank of the 

coefficient matrix A is the same as the rank of the augmented matrix of the 

system

Theorem
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Solutions of Linear Systems : Existence, Uniqueness

0

0

0

2211

2222121

1212111







nmnmm

nn

nn

xaxaxa

xaxaxa

xaxaxa









A homogeneous linear system (제차선형연립방정식)

 A homogeneous linear system of m equations in n unknowns always 

has the trivial solution (자명한해).

 Nontrivial solutions (자명하지않은해) exist if and only if rank A = r < n.

 If rank A = r < n, these solutions, together with x = 0, form a vector space 

of dimension n – r, called the solution space (해공간).

 Linear combination of two solution vectors of the homogeneous linear 

system, x = c1x(1) + c2x(2) with any scalars c1 and c2,  is a solution vector.

Theorem 2
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Solutions of Linear Systems : Existence, Uniqueness

 Example 























0243312

05415156

05223

(a) rank (A|B) : 2
rank (A): 2























04411110

04411110

05223





















00000

04110

05223

04

05223

432

4321





xxx

xxxx

]1,0,4,1[],,,[

1,41,0

]0,1,1,0[],,,[

0,10,1

4321

1243

4321

1243









xxxx

xxxxif

xxxx

xxxxif

(1) 1 2 3 4

(2) 1 2 3 4

dimension of  solution vectors ( - ) (4 - 2)

[ , , , ] [0, 1,1,0]

[ , , , ] [ 1,4,0,1]

n r

x x x x

x x x x

  

  

  

x

x

],,4,[ 21212)2(2)1(1 ccccccc  xxx

































































0

0

0

0

4

243312

5415156

5223

2

1

21

2

c

c

cc

c

0)( )2(2)1(1)2(2)1(1  AxAxxxA cccc

Nontrivial 
solution exist!
(r < n)

(b) Solution space

(b) Linear combination of solution vectors
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Solutions of Linear Systems : Existence, Uniqueness

A homogeneous linear system with fewer equations than unknowns has 

always nontrivial solutions.

If a nonhomogeneous linear system (1) is consistent, then all of its solutions are 

obtained as 

x = x0 + xh

where x0 is any solution of the nonhomogeneous linear system (1) and xh runs 

through all the solutions of the corresponding homogeneous system (2).

Proof ) xh = x - x0    Axh = A(x - x0) = b – b = 0

Theorem 3 : Homogeneous Linear System with Fewer Equations Than Unknowns

Theorem 4 :Nonhomogeneous Linear System (비제차선형연립방정식)

mnmnmm

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa















2211

22222121

11212111

(1)

0

0

0

2211

2222121

1212111







nmnmm

nn

nn

xaxaxa

xaxaxa

xaxaxa









(2)
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Connection between the concept of 
rank of a matrix and the solution of linear system

AX = 0

Always consistent

Unique Solution: 

X = 0

rank(A) = n

Infinity of Solution:

rank(A) < n

AX = B, B ≠ 0

Consistent:

rank(A) = rank(A|B)

Inconsistent:

rank(A) < rank(A|B)

Unique Solution: 

rank(A) = n

Infinity of Solution:

rank(A) < n
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7.6 SECOND- AND THIRD-ORDER

DETERMINANTS
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Determinant (행렬식) of second- and third order

11 12 11 12

11 22 12 21

21 22 21 22

det det
a a a a

D A a a a a
a a a a

 
     

 

Determinant of second order

Determinant of third order

333231

232221

131211

aaa

aaa

aaa

D 

2322

1312

31

3332

1312

21

3332

2322

11
aa

aa
a

aa

aa
a

aa

aa
a 
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7.7 DETERMINANTS. CRAMER’S RULE
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Determinant of Order n 

In D we have n2 entries ajk, also n rows and n columns, and a main diagonal on 

which a11, a12, …, ann stand.

Mjk is called the minor (소행렬식) of ajk in D, and Cjk the cofactor (여인수) of ajk in D

For later use we note that D may also be written in terms of minors

   nkMaD
n

j

jkjk

kj
,,2,11

1






   njMaD
n

k

jkjk

kj
,,2,11

1






  jk

kj

jk MC


 1

Terms
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Determinant of Order n

nnnn

n

n

aaa

aaa

aaa

D











21

22221

11211

det



 A

A determinant of order n is a scalar associated with an n x n matrix A=[ajk], 

which is written

and is defined for n=1 by 11aD 
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Determinant of Order n 

 njCaCaCaD jnjnjjjj ,,2,12211  

For n≥2 by

Here,

  jk

kj

jk MC


 1

 nkCaCaCaD nknkkkkk ,,2,12211  

or

Mjk is a determinant of order n-1, namely, the determinant of the 

submatrix of A obtained from A by omitting the row and column of the 

entry ajk, that is, the jth row and the kth column.
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2221

1211

11
aa

aa
a

2221

1211

12
aa

aa
aAdet

Determinant of Order n 

1) n=1

 11aA 11det a A

2) n=2











2221

1211

aa

aa
A

21122211 aaaa 
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333231

232221

131211

11

aaa

aaa

aaa

a

333231

232221

131211

12

aaa

aaa

aaa

a

333231

232221

131211

13

aaa

aaa

aaa

a

Determinant of Order n

3) n=3



















333231

232221

131211

aaa

aaa

aaa

A

Adet

   

 3122322113

31233321123223332211

aaaaa

aaaaaaaaaa
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Find minors and cofactors.



















333231

232221

131211

aaa

aaa

aaa

A

333231

232221

131211

11

aaa

aaa

aaa

M 

1) 1st row

333231

232221

131211

12

aaa

aaa

aaa

M 

333231

232221

131211

13

aaa

aaa

aaa

M 

  1111

11

11 1 MMC 


  1212

21

12 1 MMC 


  1313

31

13 1 MMC 


  jk

kj

jk MC


 1Determinant :
(Minors and Cofactors of a Third-Order Determinant)
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Determinant :
(Minors and Cofactors of a Third-Order Determinant)

Find minors and cofactors.



















333231

232221

131211

aaa

aaa

aaa

A

333231

232221

131211

21

aaa

aaa

aaa

M 

2) 2nd row

333231

232221

131211

22

aaa

aaa

aaa

M 

333231

232221

131211

23

aaa

aaa

aaa

M 

  2121

12

21 1 MMC 


  2222

22

22 1 MMC 


  2323

32

23 1 MMC 


  jk

kj

jk MC


 1
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Determinant :
(Minors and Cofactors of a Third-Order Determinant)

Find minors and cofactors.



















333231

232221

131211

aaa

aaa

aaa

A

333231

232221

131211

31

aaa

aaa

aaa

M 

3) 3rd row

333231

232221

131211

32

aaa

aaa

aaa

M 

333231

232221

131211

13

aaa

aaa

aaa

M 

  3131

13

31 1 MMC 


  3232

23

32 1 MMC 


  3333

33

33 1 MMC 


  jk

kj

jk MC


 1
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Determinant :
(Minors and Cofactors of a Third-Order Determinant)

Find determinant

201

462

031

det



A

201

462

031

1





201

462

031

3





201

462

031

0





      126004430121 

1) 1st rows

   njMaD
n

k

jkjk

kj
,,2,11

1






(Expansions of a Third-Order Determinant)
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Determinant :
(Minors and Cofactors of a Third-Order Determinant)

Find determinant.

201

462

031

det



A

201

462

031

2





201

462

031

6





201

462

031

4





      12304026062 

2) 2nd rows

   njMaD
n

k

jkjk

kj
,,2,11

1






(Expansions of a Third-Order Determinant)
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Determinant :
(Minors and Cofactors of a Third-Order Determinant)

Find determinant.

201

462

031

det



A

1 3 0

1 2 6 4

1 0 2

 



1 3 0

0 2 6 4

1 0 2





1 3 0

2 2 6 4

1 0 2





     1 12 0 0 4 0 2 0 0 12        

2) 3rd rows

   njMaD
n

k

jkjk

kj
,,2,11

1






(Expansions of a Third-Order Determinant)
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Determinant :
(Minors and Cofactors of a Third-Order Determinant)

Find determinant.

521

046

003

det





A

521

046

003

3







521

046

003

0







521

046

003

0







52

04
3 543  60

(Expansions of a Third-Order Determinant)

   njMaD
n

k

jkjk

kj
,,2,11

1
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Behavior of an nth-Order Determinant under Elementary 
Row Operations 

Theorem 1. Behavior of an nth-Order Determinant under 

Elementary Row Operations (기본행연산)

(a) Interchange of two rows multiplies the value of the 

determinant by -1.

(b) Addition of a multiple of a row to another row does not 

alter the value of the determinant.

(c) Multiplication of a row by a nonzero constant c

multiplies the value of the determinant by c.
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Behavior of an nth-Order Determinant under Elementary 
Row Operations 

Proof. (a) Interchange of two rows multiplies the value of the 

determinant by -1 by induction.

,bcad
dc

ba
 adbc

ba

dc


The statement holds for n=2 because

(a) holds for determinants of order n-1(≥2) and show that it then holds 

determinants of order n.

Let D be of order n. Let E be one of those interchanged. Expand D and E

by a row that is not one of those interchanged, call it the jth row.

  ,1
1







n

k

jkjk

kj
MaD  






n

k

jkjk

kj
NaE

1

1
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Behavior of an nth-Order Determinant under Elementary 
Row Operations 

  ,1
1







n

k

jkjk

kj
MaD  






n

k

jkjk

kj
NaE

1

1

Njk is obtained from the minor Mjk of ajk in D by interchange of those two rows 

which have been interchanged in D.

Now these minors are of order n-1.

 The induction hypothesis (귀납법의가정)

applies

 





n

k

jkjk

kj
MaD

1

1    





n

k

jkjk

kj
Na

1

1 E

232221

333231

131211

333231

232221

131211

)

aaa

aaa

aaa

E

aaa

aaa

aaa

DEx 

① ①② ②

jkjk MN  (n-1차의 행렬식에 대해 본 정리가 성립한다는 가정)
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Behavior of an nth-Order Determinant under Elementary 
Row Operations 

Add c times Row i to Row j. 

Let       be the new determinant. Its entries in Row j are 

ajk+caik.
D
~

nnnn

jnjj

inii

n

aaa

aaa

aaa

aaa

D















21

21

21

11211









nnnn

injnijij

inii

n

aaa

caacaacaa

aaa

aaa

D















21

2211

21

11211

~











Proof. (b) Addition of a multiple of a row to another row does 

not alter the value of the determinant.
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nnnn

injnijij

inii

n

aaa

caacaacaa

aaa

aaa

D















21

2211

21

11211

~











Behavior of an nth-Order Determinant under Elementary 
Row Operations 

We can write         by the jth row.D
~

   





n

k

jkikjk

kj
Mcaa

1

1

   









n

k

jkik

kj
n

k

jkjk

kj
MacMa

11

11

1D 2D

21 cDD 
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Behavior of an nth-Order Determinant under Elementary 
Row Operations 

nnnn

jnjj

inii

n

aaa

aaa

aaa

aaa















21

21

21

11211







 D 





n

k

jkjk

kj
MaD

1

1 1
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Behavior of an nth-Order Determinant under Elementary 
Row Operations

 





n

k

jkik

kj
MaD

1

2 1

It has aik in both Row i and Row j.

Interchanging these two rows gives D2 back, 

ⓘ

ⓙ

but on the other hand interchanging these two rows gives –D2 by Theorem (a). 

ⓘ

ⓙInterchanging
ⓘ,ⓙ

Same

nnnn

inii

inii

n

aaa

aaa

aaa

aaa















21

21

21

11211









2D

11 12 1

1 2

1 2

1 2

n

i i in

i i in

n n nn

a a a

a a a

a a a

a a a

  

  

  

2D

2D 2D
Interchanging

ⓘ,ⓙ

Together D2 = –D2  D2 = 0
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Behavior of an nth-Order Determinant under Elementary 
Row Operations 

nnnn

injnijij

inii

n

aaa

caacaacaa

aaa

aaa

D















21

2211

21

11211

~











0 cD

D

02

1





D

DD

21 cDD 

nnnn

jnjj

inii

n

aaa

aaa

aaa

aaa















21

21

21

11211









11 12 1

1 2

1 2

1 2

n

i i in

i i in

n n nn

a a a

a a a

c

a a a

a a a
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Behavior of an nth-Order Determinant under Elementary 
Row Operations 

nnnn

jnjj

n

aaa

aaa

aaa

D











21

21

11211







nnnn

jnjj

n

aaa

cacaca

aaa

D











21

21

11211

~







Expand the determinant by the jth row.

 





n

k

jkjk

kj
McaD

1

1
~

 





n

k

jkjk

kj
Mac

1

1 cD

Proof. (c) Multiplication of a row by a nonzero constant c multiplies the value of 

the determinant by c
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Further Properties of nth-Order Determinants

Theorem 2. Further Properties of nth-Order Determinants

(d) Transposition leaves the value of a determinant 

unaltered.

(e) A zero row or column renders the value of a determinant 

zero.

(f) Proportional rows or columns render the value of a 

determinant zero. In particular, a determinant with two 

identical rows or columns has the value zero.
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Further Properties of nth-Order Determinants

Proof. 
(d) Transposition leaves the value of a determinant unaltered.

Transposition is defined as for matrices, that is, the jth row becomes the 

jth column of the transpose.

Proof. 
(e) A zero row or column renders the value of a determinant zero.

nnnn

n

aaa

aaa

D











21

11211

000





  





n

k

jkjk

kj
Ma

1

1

 





n

k

jk

kj
M

1

01 0
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Further Properties of nth-Order Determinants 

Proof. 
(f) Proportional rows or columns render the value of a determinant zero. 

In particular, a determinant with two identical rows or columns has the 

value zero.

nnnn

inii

inii

n

aaa

cacaca

aaa

aaa

D















21

21

21

11211









nnnn

inii

inii

n

aaa

aaa

aaa

aaa

c















21

21

21

11211







 00  c

Theorem (1.c) Multiplication of a row by 

a nonzero constant c multiplies the value 

of the determinant by c

Theorem. (1.b) Addition of a multiple of a 

row to another row does not alter the 

value of the determinant.

Ⓘx(-1)+ⓙ

11 12 1

1 2

1 2

0 0 0

n

i i in

n n nn

a a a

a a a

c

a a a

  

   

  

Ⓘ

ⓙ



Seoul 
National
Univ.

117
Engineering Math,  7. Linear Algebra

Determinant of a Triangular Matrix

nnnn aaa

aa

a

D











21

2221

11

0

00

det



 A

nnCaCaCa 1112121111  

1111Ca  011312  naaa 

1111Ma

11 22 nna a a  

11M

 It is also a determinant

of a triangular matrix.
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Rank in Terms of Determinants

Theorem 3. Rank in Terms of Determinants

Consider an m x n matrix A=[ajk]

1) A has rank r≥1 if and only if A has an r x r submatrix with nonzero 

determinant.

2) The determinant of any square submatrix with more than r rows, 

contained in A (if such a matrix exists!) has a value equal to zero.

3) In particular, if A is square, n x n, it has rank n if and only if 0det D

1 1 1

0 10 25

0 0 95

0 0 0

 
 
 
 
 
 

Rank=3

1 1 1

1 1 1

0 10 25

20 10 0

 
 
 
 
 
 
 

3 2 1

2 1 1

6 2 4

 
 
 
  

3 2 1

0 1/ 3 1/ 3

0 0 0

 
 


 
  

det D=0
Rank=2

(1) Example (3) Example
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Solving linear systems of two equations

2222121

1212111

bxaxa

bxaxa



 …①

…②

:1222 aa  ②①

 

212221

121122211

baab

xaaaa





21122211

212221
1

aaaa

baab
x






  :1121 aa  ②①

 

211211

121122211

abba

xaaaa





21122211

211211
2

aaaa

abba
x






Solve the linear systems of two equations

1. General Solution

 021122211  aaaa  021122211  aaaa
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2222121

1212111

bxaxa

bxaxa



 …①

…②

Solve the linear systems of two equations

2. Use Cramer’s rule

D

ab

ab

x
222

121

1 
D

ba

ba

x
221

111

2 

D

baab 212221 


D

abba 211211 


 0D  0D

21122211

212221
1

aaaa

baab
x






21122211

211211
2

aaaa

abba
x






21122211

2221

1211
det

aaaa

aa

aa
AD





Solving linear systems of two equations

 0D 
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Solving linear systems of three equations

3333232131

2323222121

1313212111

bxaxaxa

bxaxaxa

bxaxaxa







D

D
x

D

D
x

D

D
x 3

3
2

2
1

1 ;, 

,

33323

23222

13121

1

aab

aab

aab

D  ,

33331

23221

13111

2

aba

aba

aba

D 

33231

22221

11211

3

baa

baa

baa

D 
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Solving linear systems of three equations

33323

23222

13121

1

aab

aab

aab

D 

Note that D1, D2, D3 are obtained by replacing Columns 1, 2, 3.

3333232131

2323222121

1313212111

bxaxaxa

bxaxaxa

bxaxaxa

























































3

2

1

3

2

1

333231

232221

131211

b

b

b

x

x

x

aaa

aaa

aaa

A x b





































3

2

1

333231

232221

131211

,

b

b

b

aaa

aaa

aaa

bA

3

2

1

b

b

b
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Solving linear systems of three equations

33331

23221

13111

2

aba

aba

aba

D 

Note that D1, D2, D3 are obtained by replacing Columns 1, 2, 3.

3333232131

2323222121

1313212111

bxaxaxa

bxaxaxa

bxaxaxa

























































3

2

1

3

2

1

333231

232221

131211

b

b

b

x

x

x

aaa

aaa

aaa

A x b





































3

2

1

333231

232221

131211

,

b

b

b

aaa

aaa

aaa

bA

3

2

1

b

b

b
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Solving linear systems of three equations

11 21 1

3 21 22 2

31 23 3

a a b

D a a b

a a b



Note that D1, D2, D3 are obtained by replacing Columns 1, 2, 3.

3333232131

2323222121

1313212111

bxaxaxa

bxaxaxa

bxaxaxa

























































3

2

1

3

2

1

333231

232221

131211

b

b

b

x

x

x

aaa

aaa

aaa

A x b





































3

2

1

333231

232221

131211

,

b

b

b

aaa

aaa

aaa

bA

3

2

1

b

b

b
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Cramer’s Rule

Cramer’s Theorem (Solution of Linear Systems by Determinants)

(a) If a linear system of n equations in the same number of unknowns x1, … , xn

nnnnnn

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa















2211

22222121

11212111

has a nonzero coefficient determinant D=det(A), the system has precisely one 

solution. This solution is given by the formulas

D

D
x

D

D
x

D

D
x n

n  ,,,, 2
2

1
1 

Where Dk is the determinant obtained from D by replacing in D the kth column 

by the column with the entries b1, … , bn.
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Cramer’s Rule 

Cramer’s Theorem (Solution of Linear Systems by Determinants)

(b) Hence if the system is homogeneous and D≠0, it has only the trivial solution 

x1=0, … , xn=0. If D=0, the homogeneous system also has nontrivial solutions.

nnnkn

nk

nk

k

aaa

aaa

aaa

D







1

2221

1111





nb

b

b





2

1

replace

nb

b

b





2

1

nknkkk CbCbCbD  2211
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Example

Solve by Cramer’s rule. 

3y - 4z = 16

2x - 5y +7z = -27

-x - 9z        = 9

Q ?
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Solving linear systems of two equations

False statement

11 1 12 2 1

21 1 22 2 2

a x a x b

a x a x b

 


 

Solve the linear systems of two equations

 0D 
11 12

11 22 12 21

21 22

det 0
a a

D A a a a a
a a

    

12 21
11

22

a a
a

a


12 21
1 12 2 1

22

a a
x a x b

a
 22

21 1 22 2 1

12

21 1 22 2 2

a
a x a x b

a

a x a x b


 


  

22
21 1 22 2 1

12

22
1 2 1 2

12

0 0

a
a x a x b

a

a
x x b b

a


 



     


when 22
1 2

12

0
a

b b
a

  22
1 2

12

0
a

b b b
a

  

22
21 1 22 2 1

12

1 20 0 0

a
a x a x b

a

x x


 


    

22
21 1 22 2 1

12

1 20 0

a
a x a x b

a

x x b


 


    

22
21 22 1

12

0 0 0

a
a a b

a

 
 
 
  

22
21 22 1

12

0 0

a
a a b

a

b

 
 
 

  

rank(A)=1=rank(A|B) rank(A)=1≠2=rank(A|B)

rank(A)=1<2 unknowns

Linearly independent equation : 1
Variables : 2

①

②

11 12

21 22

A

a a
A

a a



 
  
 

x 0
11 12

21 22

det 0
a a

A
a a

 

11 12

0 0

A

a a
A



 
  
 

x 0

Homogeneous linear systems 

Trivial Solution  x 0 Nontrivial many solutions

11 1 12 2

21 1 22 2

0

0

a x a x

a x a x

 


 

(Many solutions)
(No solution)
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Cramer’s Rule - Proof

Proof
(a) The augmented matrix Ã is of size nx(n+1). Hence its rank can be at 

most n. 

If D = det A ≠ 0, then rank A = n. Thus rank Ã = rank A. → The system has 

a unique solution.

0ˆ  nknl2k2l1k1l CaCaCaD 

jnnlnln1

jnjljlj1

1n1l1l11

aaaa

aaaa

aaaa

D

















If kth column is replaced by lth
column

nknk2k2k1k1k CaCaCaD  

jnnlnkn1

jnjljkj1

1n1l1k11

aaaa

aaaa

aaaa

D

















(b) 
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Cramer’s Rule - Proof

We now multiply the first equation in the linear system by C1k on both sides, the 

second by C2k ,the last by Cnk and add the resulting equations. This gives

nkn1k1

nnn2n21n1nkn1n2121111k

CbCb

)xaxax(aC)xaxax(aC









)CaCaC(ax)CaCaC(ax nknnk2n1k1nnnknk21k111   2121

Collecting terms with the same xj, we can write the left side as

Dx)CaCaC(ax knknkk2k1k1kk  2

klince)CaCaC(ax

kince)CaCaC(ax

nknlk2l1k1ll

nknk21k111





 s

 s

0

10

2

121





Only one term led by xj remains.

knkn1k1k DCbCbDx  

Therefore,

nnnkn

nk

nk

k

aaa

aaa

aaa

D







1

2221

1111





nb

b

b





2

1

k
k

D
x

D
 

11 1 12 2 1 1

21 1 22 2 2 2

1 1 2 2

n n

n n

n n nn n n

a x a x a x b

a x a x a x b

a x a x a x b

   

   

   

0ˆ  nknl2k2l1k1l CaCaCaD 



Seoul 
National
Univ.

131
Engineering Math,  7. Linear Algebra

7.8 INVERSE OF A MATRIX. GAUSS-JORDAN

ELIMINATION
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Notation of Inverse Matrix

In this inverse section, only square matrices are considered exclusively.

Notation of inverse of an nｘn matrix A=[ajk]: A
-1

  1 1
AA A A I , where I is the nｘn unit matrix.

Nonsingular matrix (정칙행렬): A matrix that has an inverse.

(If a matrix has an inverse, the inverse is unique)

Singular matrix (특이행렬): A matrix that has no inverse.

Proof of uniqueness of inverse matrix

If B and C are inverses of A ,)&( ICAIAB 

We obtain CCIABCBCAIBB  )()(

(the uniqueness of inverse)
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Theorem1. Existence of the Inverse

Theorem 1. Existence of the Inverse

The inverse A-1 of an n x n matrix A exists if and only if 

rank A = n, thus if and only if det A ≠ 0. 

Hence A is nonsingular if rank A = n, 

and is singular if rank A < n.
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Inverse by the Gauss-Jordan Method

For Practical determination of the inverse A-1 of a nonsingular nｘn matrix A, 

Gauss elimination can be used.

: This method is called Gauss-Jordan elimination

Step 1. Make augmented matrix. ][
~

IAA 

Step 2. Make Multiplication of AX=I by A-1

(by applying Gauss elimination to ])[
~

IAA 

This gives a matrix of the form [U  H]

Step 3. Reduce U by further elementary row operations to diagonal form.

(Eliminate the entries of U above the main diagonal and making the 

diagonal entries all 1 by multiplication. See the example next page.)

U : upper triangular 
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Inverse of a Matrix. Gauss-Jordan elimination.

Determine the inverse A-1 of

























431

113

211

A

Step 1. Make augmented matrix.

 
























100431

010113

001211

IA

Step 2. Make Multiplication of AX=I by A-1 by applying Gauss elimination 

to 
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Inverse of a Matrix. Gauss-Jordan elimination





















101220

013720

001211
Row2 + 3Row1

Row3 - Row1





















114500

013720

001211

 
























100431

010113

001211

IA

Row3 

– Row2

Row1 

+0.4Row3

Row2 

+1.4Row3























114500

4.14.06.2020

4.04.06.0011

Row1 

-0.5Row2























114500

4.14.06.2020

3.02.07.0001

diagonal matrix

-Row1

0.5Row2

-0.2Row3






















2.02.08.0100

7.02.03.1010

3.02.07.0001

AX I

[ | ]A I

1 1 A AX A I 1IX A

1[ | ]
I A

Gauss-Jordan 
Elimination
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Inverse of a Matrix. Gauss-Jordan elimination

























2.02.08.0100

7.02.03.1010

3.02.07.0001

1
A



















































2.02.08.0

7.02.03.1

3.02.07.0

431

113

211

Check the result.

Let 

AA-1 = B





















333231

232221

131211

bbb

bbb

bbb

      18.023.117.0111 b

      02.022.012.0112 b

        02.027.013.0113 b

          08.013.117.0321 b

          12.012.012.0322 b

          02.017.013.0323 b

          08.043.137.0131 b

          02.042.032.0132 b

          12.047.033.0133 b



















100

010

001

B
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Theorem 2. Inverse of a Matrix by determinant

The inverse of a nonsingular nｘn matrix A=[ajk] is given by

Where Cjk is the cofactor of ajk in det A

CAUTION! Note well that in A-1, the cofactor Cjk occupies the same place 

as akj (not ajk) does in A.)

Useful formulas for Inverses
Theorem 2. Inverse of a Matrix

)4(
....det

1
][

det

1

21

22212

12111

1 































nnnn

n

n

jk

CCC

CCC

CCC

A
C

A
A T

Proof)

Let

1

)1(



 

nM

MC

jk

jk

kj

jk

order of  tdeterminan a :

 :cofactor 





















nnnn

n

n

CCC

CCC

CCC







21

22212

12111

....det

1

A
B

and show that BA=I
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Useful formulas for Inverses
Theorem 2. Inverse of a Matrix

Let 

BA = G = [gkl]…(5)

and then show that G = I.

By definition of matrix multiplication

and because of the form of B in (4)

  )6(
det

1

det

11

1

 nknlkl

n

s

sl
sk

kl

CaCa

a
C

g






A

A

)10(0),(

)9(),(

7.7 Sec

2211

2211









nknlklkl

nknkkkkk

CaCaCalk

CaCaCaDlk

In Sec 7.7 (9) and (10),

Adet, 11  nknlkl CaCakl If  

0, 11  nknlkl CaCakl 

Hence,

1det
det

1
 A

A
kkg

0lkg

gkk are the entries of 

main diagonal of matrix G.

and that means 

only entries of main diagonal 

is 1.

∴G = I

∴B = A-1
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n

n
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n

n

aaa

aaa

aaa

CCC

CCC

CCC













21

22221

11211

21

22212

12111

........det

1

A
BA
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Ex 2)
















42

13
A

Inverse of 2ｘ2 Matrix

102143det A

,411 C

,212 C

,121 C

,322 C

  jk

kj

jk MC


 1













 

32

14

10

11
A















3.02.0

1.04.0



















nnnn

n

n

CCC

CCC

CCC






21

22212

12111

1

....det

1

A
A
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Inverse of 3ｘ3 Matrix

,

431

113

211























A ?1
A

  jk

kj

jk MC


 1

Q ?
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Inverse of Diagonal Matrices

A=[ajk], ajk=0 when j≠k, have an inverse if and only if all ajj ≠0. Then A-1 is 

diagonal, too, with entries 1/a11,∙∙∙, 1/ann.

Proof) For a diagonal matrix we have in (4)

.,
1

112211

2211 etc
aaaa

aa

D

C

nn

nn 




Ex 4) Inverse of Diagonal Matrix

,

100

040

005.0

















A
1

1
0 0

0.5 2 0 0
1

0 0 0 0.25 0
4

0 0 1
1

0 0
1



 
 

  
    
  
    

 
  

A
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Inverse of Products

Products can be inverted by taking the inverse of each factor and multiplying 

these inverses in reverse order,

Hence for more than two factors, 111)(   ACAC

11111)(   ACPQPQAC 

   1111   AACCACAC 1 AIA
1 AA I

   ACACACAC
1111   ICC 1 CC 1 I



Seoul 
National
Univ.

144
Engineering Math,  7. Linear Algebra

Cancellation Laws

Theorem 3. Cancellation Laws (약분법)

Let A, B, C be n x n matrices. Then

(a) If rank A = n and AB = AC, then B = C

(b)If rank A = n, then AB = 0 implies B = 0. Hence if AB = 0, but A ≠ 0 as well 

as B ≠ 0, then rank A < n and rank B < n.

(c) If A is singular, so are BA and AB
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Determinants of Matrix Products

Theorem 4. Determinant of a Product of Matrices

For any n x n matrices A and B, 

BABAAB detdet)det()det( 

If A or B is singular, so are AB and BA

Now A and B be nonsingular. Then we can reduce A to a diagonal matrix Â  = 

[ajk] by Gauss-Jordan steps. 

.

ˆ00

000

00ˆ0

00ˆ

ˆ 22

11
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22221

11211
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A

A and Â are row-equivalent 

matrices.
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Determinants of Matrix Products

A and Â are row-equivalent matrices.

.
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1
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 bAbAx ˆˆ 11  

BABAAB detdet)det()det( 

Proof)
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Determinants of Matrix Products

A and Â are row-equivalent matrices.

Addition of a multiple of a row to another row does not alter the value of the 

determinant.
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)ˆdet()det( BAAB 
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)ˆdet( BA

BABAAB detdet)det()det( 
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Determinants of Matrix Products  
1

1
n

j k

jk jk

k

D a M Dc c




  

)ˆdet()det( BAAB 
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bbb

bbb

bbb

aaa
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bababa
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22221

11211

2211

21

22222222122

11112111111

ˆˆˆ

ˆˆˆ

ˆˆˆ

ˆˆˆ

)ˆdet( BA

)det(ˆˆˆ
2211 B nnaaa 

)det()det()det()ˆdet( BABA 

)det()det()det( BAAB 

BABAAB detdet)det()det( 

A and Â are row-equivalent matrices.


