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What is fixed-point arithmetic?p
Floating-point arithmetic

For ex ) 0 9*0 55=0 495  0 9*5500=4950For ex.) 0.9 0.55=0.495, 0.9 5500=4950
0.9*0.5555555=0.49999995

Fixed-point arithmetic
For ex.) 0.9*0.55=0.495 (seems OK)

0.9*5500=?  (overflow)
0 9*0 5555555=0 499 (quantization)0.9*0.5555555=0.499 (quantization)

Fixed-point arithmetic 
Range is limited (scaling needed)
Precision limited
Less complex hardware
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Why fixed-point implementation?y p p
Fixed-point arithmetic (or integer 
arithmetic) requires less chip area, less arithmetic) requires less chip area, less 
delay, and less bus width (for memory).

Leads to ½ to 1/10 chip area reduction
Leads to x2 speed increase.

Many embedded processors do not equip 
floating-point arithmetic unitfloating point arithmetic unit

A floating-point arithmetic using library requires many 
(at least a few 10’s) cycles.
L d  t  10 d i    d tiLeads to x10 speed increase or energy reduction.
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Why is fixed-point implementation 
important in DSP?important in DSP?

Digital signal processing
Requires a large number of arithmetic operations 
(multiply, add, memory access)

10M ~ 100M operations / secp /

Do not require exact results, in terms of SQNR 
40dB~100dB

Embedded systems
Many do not equip floating-point arithmetic units
R i  diff t d l th di  t  th  Require different word-length according to the 
applications

Audio: around 20 ~ 24 bits
Speech: 12~20 bits
Video: 8~16 bits
Graphics: high precision
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Issues in fixed-point optimization
P f  i i

p p
Performance estimation

By analytical methods (theory)
Usually limited to linear systemsUsually limited to linear systems

By simulation
Requires simulation using a large number of input q g g p
data (fast simulation required)
Easy simulation program generation required

Automatic scalingAutomatic scaling
Scales the input and output data (x 2-n)
0 9*5500=?  -> 0 9*0 55 = 0 495 (*10+4)0.9 5500=?  > 0.9 0.55 = 0.495 ( 10 )

Word-length optimization
Smaller word-length degrades the system Smaller word length degrades the system 
performance
Larger word-length requires more chip area 
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Overview of this talk
1. Fixed-point arithmetic and system design
2 Fi d i t i l ti  th d2. Fixed-point simulation method
3. Autoscaler (floating-point to integer)
4 Fi d i  i i  ( dl h )4. Fixed-point optimizer (wordlength opt.)
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1. Number Representationp
Floating-point format

x = M(x) 2 E(x)x  M(x) 2 ( )

wide dynamic range <- no explicit scaling 
neededneeded
good for algorithm develop, higher hardware 
cost

Fixed-point format
only M(x) is used with constant E(x)y ( ) ( )
minimizing the wordlength is important for
economic hardware implementation
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Floating-point format

SQNR 

wide dynamic range
SQNRmax

SQNRmax
determined by the

i dl hmantissa wordlength

32bit IEEE standard format is most widely 
used (24bit mantissa, 8bit exponent)
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Fixed-point formatp
SQNR

S li  i  Scaling is 
needed

Specification

SQNR

Specification
Negative number 
representation overflowp
Overflow handling
Word-length 

d ti

overflow

quantization
noise dominantreduction

Conversion to or 
from real value signal level

noise dominant
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Negative number representation

Unsigned
0000: 0  0001:1  0111:7  1111:150000: 0, 0001:1, 0111:7, 1111:15

Signed 
Two’s complement ( x  x + 1)Two s complement (-x = x + 1)

0000:0, 0001:1, 0111:7
1111: -1, 1000: -81111: 1, 1000: 8

One’s complement (-x = x)
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Overflow handlingg
Saturation

 i  l  f  flno sign loss for overflow
magnitude becomes maximum

f d i  i l ipreferred in signal processing

OverflowOverflow
simple implementation

d h  i l  i  kgood when signal range is known
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Quantization (Wordlength reduction)( g )
Methods

RoundingRounding
Truncation
Random 
…

Source of Quantization
Signal quantization

Generate rounding errors that can be modeled by random noise.
Coefficient quantization

Deterministic one, affects the frequency response for the case of 
filt  thi  i  t d  ifilters – this is not random noise.
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Quantization methods

Rounding
 t  

P(e[n])
max. quant. 
error is d/2

Truncation
-d/2     d/2

max. quant. 
error is d, 
D C  bias D.C. bias 
(fatal when 
accumulated) P(e[n]))
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2. Fixed-point Data Formatp
Integer format

ll d t  i  i t t d   i tall data is interpreted as an integer
the quantization level is large (1)

F i l fFractional format
all data is between -1 to 1

(B 1)the quantization level is 2-(B-1)
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Generalized fixed-point format
allow both integer and fractional allow both integer and fractional 
wordlengths
integer wordlength determines the integer wordlength determines the 
maximum signal range, and the fractional 
wordlength determines the quantization g q
level.

integerinteger
wordlength

fractional 
wordlength

hypothetical binary point
sign
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Generalized fixed-point formatp
SPW format

<wordlength, integer wordlength, sign>  <12, 3, t>
signal range: 23 ~ +23  quantization level: 2-8signal range: -23 ~ +23, quantization level: 2 8

Silage (DFL) format
fix <wordlength, fractional wld>; always two’s compl.g , ; y p
fix <12, 8> 

SNU Fixed-point Simulator format
<wordlength, integer wordlength, 
sign_overflow_quantization mode>
<12, 3, ’tsr’>, ,
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Generalized fixed-point formatp
Arithmetic shift left by n bit

decreases the IWL by n (shift is used for scaling, not decreases the IWL by n (shift is used for scaling, not 
for cost effective multiplication)
* this is not the case that shift is used instead of 
multiplication with 2n

Arithmetic shift right by n bit
increases the IWL by n

Addition Addition 
the IWL of both operands should be the same

Multiplication (z = x*y)
IWL(z) = IWL(x) + IWL(y) -1; in 2’s compl.
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Generalized fixed-point formatp

x <10,2,’tsr’> y <12,3, ’tsr’>

1
<11,3, ’tsr’>11,3, tsr

13 bit adder

saturation &
rounding

z <10 2 ’tsr’>
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3. Scaling Method

Purpose of Scaling
prevent overflows or waste of bits by properprevent overflows or waste of bits by proper
shifting (arithmetic shift)

Scaling implementationScaling implementation
overflow prevention: shift right (IWL 
increase))
save extra-bits: shift left (IWL decrease)

Minimum integer wordlengthg g
IWLmin(x) =  log 2 |R(x)|
R(x) is the range of a signal

⎡ ⎤
( ) g g
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Range estimation methodsg
Analytical method

L1 norm based is most widely usedL1 norm based is most widely used
L1 norm based: very conservative estimate
applicable to linear or simple systemsapplicable to linear or simple systems

Simulation basedSimulation based
requires computing power
optimum estimate  but input signal optimum estimate, but input signal 
dependent
applicable to non-linear and time-varying applicable to non linear and time varying 
systems
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L1 norm based scalingg

transfer 
function h[n]x[n] y[n]function h[n]

| y[n] | < x Σ | h[n] || y[n] | < xmax Σ | h[n] |

This means that the output can be higher than 
h i l l b ithe input level by L1 norm times

L1 norm computationL1 norm computation
- by using analytical method
- by computing the unit pulse response, and then
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L2 norm based scaling

L2 norm = Σ | h [n] |2

L2  i   b d f  th  i l L2 norm is an upperbound for the signal 
energy
it is less pessimistic than the L1 normit is less pessimistic than the L1 norm
it is optimum estimation when the input is a 
white random inputwhite random input
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Linf norm based scalinginf g
Linf = Max |H(jw)|

i    b d h  th  i t i  i idis an upper bound when the input is sinusoid
good when the input signal is very highly 
correlatedcorrelated
least pessimistic norm
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Simulation based range estimation

collect information of sum, squared_sum, 
absolute max  and the number of update absolute_max, and the number of update 
during the floating-point simulation
derive mean and standard deviation for a derive mean and standard deviation for a 
signal after the simulation
R(x) = max{|m(x)| + n σ(x), AMax},R(x)  max{|m(x)| + n σ(x), AMax},
where n is between 4 to 16
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Simulation based range estimation

Comparison for a 2nd order IIR filter for 
speech application (WL = 16 bit)speech application (WL = 16 bit)

IWL determined by the simulation based 
method is 4 bit smaller than that of the L1 method is 4 bit smaller than that of the L1 
norm based method
SQNR difference of 24 dBSQNR difference of 24 dB

ADPCM implementation
needs 4 different speech files for obtaining needs 4 different speech files for obtaining 
a reliable range data
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4. Wordlength Determinationg
Wordlength reduction

d  th  dl th  t  ADC  reduce the wordlength, at an ADC or 
multiplier output, to minimize the hardware 
cost while keeping the signal accuracy cost while keeping the signal accuracy 
acceptable

(b+1) bit (b+c+1) bit
Q

(q+1) bit

(c+1) bit
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Modeling of quantization

Ideal system - for floating-point 
i l tisimulation

Non-linear model 
for fixed point simulation- for fixed-point simulation

Linearized model - for analytical method

ADC
ADC

Q

ADC

-1
Q Q

z-1 z-1Q
z
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Modeling of quantization - continueg q

z-1ea [n] zea [n]

the magnitude of e [n] and e [n] is 

em[n]
the magnitude of ea[n] and em[n] is 
dependent on the fractional word-length
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Linearlized modeling of signal 
quantizationquantization

Add statistically equivalent quantization 
error signal instead of the quantizererror signal instead of the quantizer
Quantization noise

wide sense stationary white noisewide-sense stationary white noise
uniform distribution between -d/2 to d/2
different noise sources are uncorrelateddifferent noise sources are uncorrelated

P(e[n])
σ2

e = d 2/12 

Wonyong Sung
Multimedia Systems Lab SNU

-d/2      d/2



Modeling of signal quantizationg g q

Computation of output noise power

z-1ea [n]
˜y[n] = y[n] + f[n]

zea [n]

em[n]

σ2
f = (σ2

a + σ2
m )(1/2π)   | H(ejω) | 2 dω

      
∫
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      = (σ2
a + σ2

m ) Σ | h[n] |2



Coefficient quantizationq
Word-length reduction in filter 
coefficients or (usually) constant system coefficients or (usually) constant system 
parameters

a = 0.876 ~a = 0.875 (0111B)
Effects of coefficients quantization for 
FIR and IIR digital filters

deterministic

a  0.875 (0111B)

deterministic
easily known by obtaining the frequency response 
from the quanitzed coefficientsq
optimization program for minimum hardware cost
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5. Fixed-point Performance

Effects of quantization noise in digital 
i l i  tsignal processing systems

Linear digital filters: 
additive quantization noise at the outputadditive quantization noise at the output

Constant filter coefficients: 
transfer function is modified transfer function is modified 
Adaptive digital filter: 
quantization noise changes the adaptation quantization noise changes the adaptation 

performance or the mean squared error 
(mse) after the convergence  <- distortion
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Performance measure
Li  di it l filtLinear digital filters

SQNR

Adaptive digital filtersAdaptive digital filters
mean squared error after some time-off period

Speech coder (waveform coder)Speech coder (waveform coder)
the SQNR between the original speech and the 
reconstructed speech after compensating the 
filtering or time-delay (but this does not apply to 
LPC or CELP, model based coder)

Communication system(Tx-Rx system)Communication system(Tx-Rx system)
the bit-error rate is the best measure, but 
requires much simulation time
the peak error at the eye diagram can be a 
measure
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Overview of this talk
1. Fixed-point arithmetic and system design
2 Fi d i t i l ti  th d2. Fixed-point simulation method
3. Autoscaler (floating-point to integer)
4 Fi d i  i i  ( dl h )4. Fixed-point optimizer (wordlength opt.)
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W d L th O ti i ti f Di it l Si lWord-Length Optimization for Digital Signal 
Processing Algorithms

W. Sung and K. Kum, "Simulation-based Word-length Optimization Method for 
Fi d i t Di it l Si l P i S t " IEEE T Si l P iFixed-point Digital Signal Processing Systems," IEEE Trans. Signal Processing, 
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Wordlength optimizationg p
IWL determination

It can be done relatively easily by range It can be done relatively easily by range 
estimation

FWL (or WL) determination(o ) dete at o
Should know the effects of quantization noise 
at each quantizer (usually inserted at the 

t t f  lti li    i  dd )output of a multiplier or a summing adder)
In the simulation based method, it requires 
many iterative simulationsmany iterative simulations
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Overall flow – SPW

SPW (floating-point
Fi d P ialgorithm)

HDS (fi d i

Fixed Point
Optimizer

HDS (fixed-point
algorithm) High level

synthesis
RTL 

or synthesizable VHDL

synthesis

or synthesizable VHDL

Gate and Circuit

Logic synthesis
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Fixed Point Optimizer Flowp
Signal flow graph
Define the performance measure and insert Define the performance measure and insert 
the measurement block
Insert quantizer if neededse t qua t e eeded
Grouping of signal flow graph
Determine the integer wordlength by range g g y g
estimation
Determine the fractional wordlength

f l dl h f hAssign one fractional wordlength for each 
group
Determination of the minimum wordlength Determination of the minimum wordlength 
for each group
Hardware cost model

Wonyong Sung
Multimedia Systems Lab SNU

Exhaustive search or heuristic search 



Goals of fixed-point optimizationp p
Start with signal flow graph in SPW or 
widely used GUIwidely used GUI
Define the performance

SQNR, bit error rate, convergence time, …SQ , b t e o ate, co e ge ce t e,
Minimize the hardware cost

Should know the HW cost for each arithmetic 
and storage block, time-multiplexing ratio

Conduct it at a short time, if possible
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Performance measures
SQNR (Signal to Quantization Noise 
Ratio): Ratio): 

widely used for linear systems or 
waveform coders (ADM, ADPCM)( , )
but inadequate for non-linear and 
perceptual quality based coders

System specific performance 
measures are needed

Ad ti  filt  ll  dl th f  Adaptive filters: smaller wordlength for 
coefficients leads to slow adaptation. -
> MSE after some fixed delay > MSE after some fixed delay 
(adaptation time)
Receivers: MSE of the decision point 
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Input
i l

Adaptive filter
Error signal

MSE block
Fixed-point
performancesignal performance

Timer
“td” “1” when t > td

e2[n]

td
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Fast optimizationp
Range estimation: conducts in one 
simulation for each input vectorp
Fixed-point optimization: requires 
simulations for all different wordlengths 
for each signal – many many combinationsfor each signal many many combinations

Reduce the number of signals that can have 
different word-lengths

l fl h ( l )Using signal flow graph (Signal Grouping)
Using HW binding information (needs to be 
combined with high-level synthesis)

Find the upper and lower bound of the 
wordlengths for search
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Signal grouping

Needed for reducing the number of signals 
having different wordlengths.  This reduces g g
the optimization time.
Assigns the same wordlength to a block 
connected byconnected by

Delay (z-1)
Adders
Mux

Give different wordlengths to blocks 
connected byconnected by

Quantizers
Multipliersp

May put some quantizers to separate 
signals because too small number of 
groups will lead to higher quantization 
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outb1

z-1
in out

*put quantizer

b1

z

-1a1
b1

G i l t d

put quantizer
after summing tree

z-1 Group signals connected
with z-1, adders
-> quantize signal

b2a2
 quantize signal

immediately after mult.

Wmult = Wadder
Wonyong Sung
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1
in outQQ

z-1

1 b1z-1a1 b1

b2a2

Assigning the same wordlength to all mult inputs
Assigning the same wordlength to all adders
W dd > W lt
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Search range reduction – minimum wordlength 
for each groupfor each group

Minimum wordlength for 
each group: there is a lower 
bound of signal wordlength 
for a group to satisfy the 
i f

wg1 wg2 wg3

given performance.

This is obtained by assigning full precision (double floating-p)
to other wordlengths and only reduces the wordlength of that
group until the performance is just satisfied.

p((w w w w )) >= p((w w w 1 w ))
Wonyong Sung
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Minimum HW cost wordlength searchg

After obtaining the minimum After obtaining the minimum 
wordlength vector, the final 
wordlength vector requiring the wordlength vector requiring the 
minimum hardware cost is found 
b  hby search
HW cost model: # of gates for g
the implementation of arithmetic 
and memory unitsand memory units

Should consider time-sharing ratio
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Search methods

Exhaustive search algorithms
Sort all the possible wordlength vector (starting from Sort all the possible wordlength vector (starting from 
the minimum wordlength vecotr) by the HW cost
Try from the smallest HW cost vector to the next, … 
until the performance is satisfieduntil the performance is satisfied.
The number of searches can be very excessive.  

Heuristic search
For the given minimum wordlength vector, if the 
simulation results do not meet the specification  all the simulation results do not meet the specification, all the 
wordlengths are increased by one bit, if not two bits, 
and then the wordlength of a signal whose cost is the 
most expensive is reduced one by one. most expensive is reduced one by one. 
The number of search: usually one or two + the 
number of groups ~= Ngroup

Wonyong Sung
Multimedia Systems Lab SNU



4th order IIR filter
Wonyong Sung
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Signal grouping

Range

Range of each group
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Hw cost and sqnr according to

Minimum wordlength for each group

Hw cost and sqnr according to
wordlength vector

Minimum wordlength for each group
and signal to quant. noise

wld cost sqnr
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Added Features in Fixed Point Optimizerp
Support of both automatic and manual 
grouping functionsgrouping functions

Manual grouping functions may use the 
hardware sharing informationhardware sharing information

Support of predetermined wordlength 
Scaling onlyScaling only

Architecture driven wordlength 
optimizationoptimization

Uniform wordlength optimization for bit serial 
implementations p

Wonyong Sung
Multimedia Systems Lab SNU


