
7  M lti7. Multiprocessors

Why multiprocessors?
CPUs and accelerators.
Multiprocessor performance analysisMultiprocessor performance analysis.
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Wh  lti ?Why multiprocessors?

Programming a single CPU is hard enough.
Why make life more difficult by adding moreWhy make life more difficult by adding more 
processors?
PE: processing element for computationPE: processing element for computation

Whether is is programmable or not.
Multiprocessors tend to have regularMultiprocessors tend to have regular 
architectures

Several identical processors that can access aSeveral identical processors that can access a 
uniform memory space
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Wh  lti ?Why multiprocessors?

There are a variety of different multiprocessor 
architecturesarchitectures
Better cost/performance.

Match each CPU to its tasks or use custom logic 
(smaller, cheaper).
CPU t i li f ti f fCPU cost is a non-linear function of performance.

cost Power
Performance
Cost (Area)
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Wh  lti ? Why multiprocessors? 

Splitting the application across multiple p g pp p
processors entails higher engineering cost and 
lead times.
Better real-time performance.

Put time-critical functions on less-loaded processingPut time critical functions on less loaded processing 
elements.
Remember RMS utilization---extra CPU cycles mustRemember RMS utilization extra CPU cycles must 
be reserved to meet deadlines.
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Wh  lti ? Why multiprocessors? 

costcost
To meet deadline w.
RMS scheduling overhead

To meet deadline

fperformance
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Wh  lti ? Why multiprocessors? 
U i i li d t l iUsing specialized processors or custom logic 
saves power.
Desktop processors are not power-efficient 
enough for battery-powered applications.

(battery)
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Wh  lti ? Why multiprocessors? 

May consume less energy.
May be better at streaming data.
May not be able to do all the work onMay not be able to do all the work on 
even the largest single CPU.
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Wh  lti ? Why multiprocessors? 

Good for processing I/O in real-time.
May consume less energy.
May be better at streaming dataMay be better at streaming data.
May not be able to do all the work on 

h l i l CPUeven the largest single CPU.
A thread per processorA thread per processor

no context switching
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A l t d tAccelerated systems

Use additional computational unit 
d di t d t f ti ?dedicated to some functions?

Hardwired logic.
Extra CPU.

Hardware/software co-design: jointHardware/software co-design: joint 
design of hardware and software 

hit tarchitectures.
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Accelerated system 
hit tarchitecture

acceleratorrequest

d t
result
d

CPU
memory

datadata

I/OI/O
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A l t   Accelerator vs. co-processor

A co-processor executes instructions.
Instructions are dispatched by the CPU.

An accelerator appears as a device on theAn accelerator appears as a device on the 
bus.

Its interface is functionally equivalent to anIts interface is functionally equivalent to an 
I/O device
i t ll d b it i tis controlled by it registers.
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A l t  i l t tiAccelerator implementations

Application-specific integrated circuit.
Field-programmable gate array (FPGA).
Standard componentStandard component.

Example: graphics processor.
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S t  d i  t kSystem design tasks

Design a heterogeneous multiprocessor 
hit tarchitecture.
Processing element (PE): CPU, accelerator, 
etc.

Program the systemProgram the system.
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A l t d t  d iAccelerated system design

First, determine that the system really 
d t b l t dneeds to be accelerated.

How much faster is the accelerator on the 
core function?
How much data transfer overhead?o uc data t a s e o e ead

Design the accelerator itself.
f lDesign CPU interface to accelerator.
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A l t d t  l tfAccelerated system platforms

Several off-the-shelf boards are available 
f l ti i PCfor acceleration in PCs:

FPGA-based core;
PC bus interface.
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A l t /CPU i t fAccelerator/CPU interface

Accelerator registers provide control registers 
for CPUfor CPU.
Data registers (buffers) can be used for small 
d t bj tdata objects.
Accelerator may include special-purpose 
read/write logic.

Especially valuable for large data transfers.
DMA to transfer a large volume of data without 

intervention of CPU
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S t  i t ti /d b iSystem integration/debugging

Try to debug the CPU/accelerator 
i t f t l f th l tinterface separately from the accelerator 
core.
Build scaffolding to test the accelerator.
Hardware/software co simulation can beHardware/software co-simulation can be 
useful.

Computers as Components 17



C hi  blCaching problems

Main memory provides the primary data 
t f h i t th l ttransfer mechanism to the accelerator.
Programs must ensure that caching does g g
not invalidate main memory data.

CPU reads location SCPU reads location S.
Accelerator writes location S.
CPU writes location S.
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S h i tiSynchronization

As with cache, main memory writes to 
h d i lid tishared memory may cause invalidation:

CPU reads S.
Accelerator writes S.
CPU reads SCPU reads S.
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M bil  Ph  T dMobile Phone Trends
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P  d B tt  C itPower and Battery Capacity
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R di  D d l ti  W kl dRadio Demodulation Workload
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R di  D di  W kl dRadio Decoding Workload
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3 5G W kl d3.5G Workload
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W kl d  E / tiWorkload vs Energy/operation
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V l  f P iValue of Programming
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2/2 5G D l  A hit t2/2.5G Dual-core Architecture
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3/3 5G M lti  A hit t3/3.5G Multi-core Architecture
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C ll h  ChiCell-phone Chips
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P  M t K bPower Management Knobs
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A l t  dAccelerator speedup

Critical parameter is speedup: how much 
f t i th t ith th l t ?faster is the system with the accelerator?
Must take into account:

Accelerator execution time.
Data transfer timeData transfer time.
Synchronization with the master CPU.
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A l t  ti  tiAccelerator execution time

Total accelerator execution time:
taccel = tin + tx + tout

Data input
Accelerated

Data output

t = max {t t t } if pipelined

Accelerated
computation
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A l t  dAccelerator speedup

Assume loop is executed n times.
If the software loop is replaced with the 
accelerator, compare accelerated system , p y
to non-accelerated system:

S = n(t t )S = n(tCPU - taccel)
= n[tCPU - (tin + tx + tout)]

Execution time on CPU
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Si l  lti th d dSingle- vs. multi-threaded

One critical factor is available parallelism:
single threaded/blocking: CPU waits for accelerator;single-threaded/blocking: CPU waits for accelerator;
multithreaded/non-blocking: CPU continues to 
execute along with acceleratorexecute along with accelerator.

To multithread, CPU must have useful work to 
dodo.

Synchronization: software must also support 
multithreadingmultithreading.
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T t l ti  tiTotal execution time

Single-threaded:

P1

P2 A1 Accel A1

P3 CPU P1 P2 P3 P4

P4 time

3
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T t l ti  tiTotal execution time

Multi-threaded:
P1

P2 A1
Accel A1

P3
CPU P1 P2P3 P4

P4 time

3
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E ti  ti  l iExecution time analysis

Single-threaded:
Count execution time

Multi-threaded:
Find longest pathCount execution time 

of all component 
processes.

Find longest path
through execution.

P1processes. P1

A1

P2

P3

P2

P4

Computers as Components 37

P4



S  f ll liSources of parallelism

Overlap I/O and accelerator computation.
Perform operations in batches, read in 
second batch of data while computing on first 
batch.

Find other work to do on the CPU.Find other work to do on the CPU.
May reschedule operations to move work 
after accelerator initiationafter accelerator initiation.
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D t  i t/ t t tiData input/output times

Bus transactions include:
flushing register/cache values to main 
memory if necessary;
time required for CPU to set up transaction;
overhead of data transfers by bus packets,overhead of data transfers by bus packets, 
handshaking, etc.
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S h d li  d ll tiScheduling and allocation

Must:
schedule operations in time;
allocate computations to processing p p g
elements.

Scheduling and allocation interact butScheduling and allocation interact, but 
separating them helps.

(Alt ti l ) ll t th h d l(Alternatively) allocate, then schedule.
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Example: scheduling and 
ll tiallocation

P1 P2

M1 M2
d1 d2

P3

Task graph Hardware platform
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Fi t d iFirst design

Allocate P1, P2 -> M1; P3 -> M2.

M1 P1 P2C13 C23M1

M2

P1 P2C13 C23

M2 P3

time
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S d d iSecond design

Allocate P1 -> M1; P2, P3 -> M2:

M1 P1 P1CM1

M2

P1

P2 P3

P1C

M2 P2 P3

time
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Example: adjusting 
 t  d  d lmessages to reduce delay

Task graph: Network:

allocation3 3
execution time

P1 P2

d

M1 M2 M3

P3
d1 d2

44

Transmission time = Td1=Td2=4
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I iti l h d lInitial schedule

M1 P1

M2 P2

M3 P3

network d1 d2
Ti 15

time0 20105 15

Time = 15
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N  d iNew design

Modify P3:
reads one packet of d1, one packet of d2
computes partial resultp p
continues to next packet
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N  h d lNew schedule

M1 P1

M2 P2

M3 P3 P3 P3 P3

network d1d2d1d2d1d2d1d2
Time = 12

time0 20105 15
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B ff i  d fBuffering and performance

Moving data in microprocessor incurs 
i ifi t d ti di t blsignificant and sometimes unpredictable 

costs
Buffering may sequentialize operations.

Next process must wait for data to enterNext process must wait for data to enter 
buffer before it can continue.

B ff li ( RAM) ff tBuffer policy (queue, RAM) affects 
available parallelism.
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C i   Copying an array

Read a data from the source memory
Transfer the data through the bus
Write the data into the destination memoryWrite the data into the destination memory
The transfer rate is limited by the slowest element

datasource data
destination
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B ff  d l tBuffers and latency

Three processes 
separated by buffers:

PA: copying array A
PB: copying array B

separated by buffers: PC: computing C[i]= f(A[i],B[i])

PA B1

B3

PB B2

PC

PB B2
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Buffers and latency 
h d lschedules

A[0]
A[1]

A[0]
B[0]

(2n+1) cycle latency 3-cycle latency

A[1]
…

B[0]
C[0]

Must wait for
B[0]
B[1]

A[1]
B[1]

Must wait for
all of A before
getting any BB[1]

…
C[0]

B[1]
C[1]

g g y

C[0]
C[1]

…
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M ltiMultiprocessors

Consumer electronics systems.
Cell phones.
CDs and DVDsCDs and DVDs.
Audio players.
Digital still cameras.
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Consumer electronics use 
cases

Multimedia: stored in 
compressed form,compressed form, 
uncompressed on 
viewing.
Data storage and 
management: keep track 
f l i diof your multimedia, etc.

Communication: 
download upload chatdownload, upload, chat.
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Non-functional 
i t  f  CErequirements for CE

Often battery-operated, strict power 
b d tbudget.,
Very inexpensive.y p
User interface must be capable but 
inexpensiveinexpensive.
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CE d i  d h tCE devices and hosts

Many devices talk to host
system.system.

PC host does things that 
are hard to do on the 
d idevice.

Increasingly, CE 
d i i tdevices communicate 
directly over the 
i t t idi thinternet, avoiding the 
host for access.
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Pl tf  d OSPlatforms and OS
Many CE devices use a 
DSP for signal 
processing and a RISC 
CPU for other tasks.
OS runs on the CPU

maintain processes  for p
concurrency and file 
systems

I/O devices include 
buttons, screen, USB.
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Fl h Flash memory

Flash is widely used for mass storage.
Flash wears out on writing (up to 1 million 
cycles).y )

Directory is most often written, wears out 
firstfirst.

Flash file system has layer that moves 
t t t l licontents to levelize wear.

Hides wear leveling from API.
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C ll hCell phones

Most popular CE 
device in history;device in history; 
most widely used 
computing devicecomputing device.

1 billion sold per year.

H d t t lk t llHandset talks to cell.
Cells hand off 
handset as it moves.
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C ll h  l tfCell phone platforms
Today’s cell phones use analog 
front end, digital baseband 
processingprocessing.

Future cell phones will 
perform IF processing with 
DSPDSP.

Baseband processing in DSP:
Voice compression.
Network protocol.

Other processing:
Multimedia functionsMultimedia functions.
User interface.
File system.
Applications (contacts etc )
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C t di  lCompact disc players

Device characteristics.
Hardware architectures.
SoftwareSoftware.
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CD di it l diCD digital audio

44.1 kHz sample rate.
Quantization: 16 bit samples.
Pulse coded modulation (PCM)Pulse coded modulation (PCM)
Stereo (2 channels)

~1.4 Mbit/s.

Additional data tracks.Additional data tracks.
S/N: ~ 6 dB/bit, 16 bit , 98dB
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C t diCompact disc

Playback time : max 74 min
747 Mbyte747 Mbyte

Data stored on bottom of disc:

substrate aluminum plastic
coating
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CD DA  it  d L dCD-DA: pits and Lands
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CD diCD medium

Rotational speed: 1.2-1.4 m/s 
C t t li l it (CLV)Constant linear velocity (CLV).
Track pitch: 1.6 microns.
Diameter: 120 mm.
Pit length: 0.8 -3 microns.Pit length: 0.8 3 microns.
Pit depth: .11 microns.
Pit idth 0 5 iPit width: 0.5 microns.
Laser wavelength: 780 nm.
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CD l tCD layout

Data stored in spiral, not concentric circle:
One spiral with approx. 20k turns
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CD h iCD mechanism

Laser, lens, sled:
CD

focus
spinning

detectors
track

detectors
diffraction

gratingsled
la

se
r

track
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L  i k  l dLaser pickup sled

It is movable
It is comprised of 

the laser,the laser, 
a system of lenses, 
a photodetector anda photodetector, and 
a motor which moves the sled. 
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L  fLaser focus

Focus controlled by vertical position of 
llens.
Unfocused beam causes irregular spot:g p

In focusOut of focus Out of focus
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L  i kLaser pickup

F
Side spot
detectors

A
F

BD
Level:
A+B+C+D

CE

Focus error:
(A+C)-(B+D)
T kiE Tracking error:
E-F

1 5 microns

diameter =
1.7 microns
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S  t lServo control

Four main signals:
focus (laser) @ 245 kHz;
tracking (laser) @ 245 kHz;

Optical pickup
g ( ) ;

sled (motor): @ 800 Hz;
Disc motorDisc motor.
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EFMEFM
Eight-to-fourteen modulation:

Fourteen-bit code guarantees a maximum distance 
between transitions to minimize the transition ratebetween transitions to minimize the transition rate.
To guarantee pits of specific lengths, the CD standard 
requires that there are at least 2 and at most 10 q
zeroes between every 1. 
The shortest possible pit (or land) thus represents 3 
EFM bits (100) and the longest 11 EFM bitsEFM bits (100), and the longest 11 EFM bits 
(10000000000)
256 are chosen from 267 combinations that satisfies 
the constraintsthe constraints 
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EFMEFM
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EFMEFM
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E  tiError correction

CD capacity: 6.99 GB raw, 700 MB 
formattedformatted.
CD interleaves Reed-Solomon blocks to 

d ff t f l d treduce effects of large data gaps 
(scratches and other bursty errors).
The time required to complete Reed-
Solomon coding depends greatly on the g p g y
number of erasure bits
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E  tiError correction
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E  tiError correction
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CIRC diCIRC encoding

Cross-interleaved Reed-Solomon coding.
Interleaves to reduce burst errorsInterleaves to reduce burst errors.

Each 16-bit sample split into two 8-bit symbols.
Pulse coded modulation (PCM)

Sample split into two symbols.
Six samples from each channel (=24 
symbols=192 bits) are chosen to make a frame, y ) ,
which is encoded as a 224 bits.
It will be eventually encoded as 588 bits
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CIRC diCIRC encoding
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Encoding – the numbersEncoding – the numbers

The codewords from the first code are 
i t l d i t i t ll i fi it finterleaved into a virtually infinite array of 
28 rows of symbols over GF(256).
We pull out 8 binary columns (one symbol) 
to obtain a 28x8=224-bit frame which isto obtain a 28x8=224 bit frame which is 
then encoded using another Reed-
Solomon code to obtain a codeword ofSolomon code to obtain a codeword of 
length 256 bits.
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Interleaving to disperse 
errors

Codewords of first 
code are stacked likecode are stacked like 
bricks 
28 f t28 rows of vectors 
over GF(256)
Extract columns and 
re-encode using 
second Reed-
Solomon code
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Splitting Odd and Even BitsSplitting Odd and Even Bits
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Further ProcessingFurther Processing

So 256+8=264=33x8 bits, carrying six 
l 192 i f ti bit tsamples, or 192 information bits, gets 

encoded as 588 channel bits on the disk
This represents 0.000136 seconds of 
musicmusic
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What actually goes on the 
disc?

We must do this 7,350 times per second
So CD player reads 4,321,800 bits per 
second of music producedp
To get 74 minutes of music, we must 
storestore 

74x60x4321800 =  19,188,792,000
bits of data on the compact disc!
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When in doubt  eraseWhen in doubt, erase

Inner code has 
minimum distance 5minimum distance 5 
(over GF(256))
R th th tRather than correct 
two-symbol errors, 
th CD j tthe CD just erases 
the entire received 

tvector.
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So how good is it?So…how good is it?

The two Reed-Solomon codes team up to 
correct ‘burst’ errors of up to 4000 consecutivecorrect burst  errors of up to 4000 consecutive 
data bits (2.5 mm scratch on disc)
If i l t ti t t b dIf signal at time t cannot be recovered, 
interpolate
With smart data distribution, this allows for 
recovery from burst errors of up to 12,000 data 
bits (7.5 mm track length on disc)
If all else fails, mute, giving 0.00028 sec of 

Computers as Components 85
2009-06-25 W J Martin Mathematical Sciences WPI

, , g g
silence.



CD frame

P Q R S T U V W Frame data (192 bits)

Subcode (8 bits)
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C t l dControl word

8-bit control word for every 32-symbol 
bl kblock:

P: 1 during music/lead-in, 0 at start of 
selection.
Q: track number, time, etc (spread over 98 Q t ac u be , t e, etc (sp ead o e 98
frames).
R S T U V W: reservedR, S, T, U, V, W: reserved.
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Control and error 
ticorrection

Skips caused by physical disturbance.
Wait for disturbance to subsideWait for disturbance to subside.
Retry.

R d d b di / blRead errors caused by disc/servo problems.
Detect error.
Choose location for retry.
Retry.
Fail and interpolate.
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R t  blRetry problems

Data is stored in a spiral.
Can’t seek track as on magnetic disc.
Sled servo is very coarse.y

Data is only weakly addressed.
Must read data to know where to goMust read data to know where to go.
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A di  l b kAudio playback

Audio CD needs no audio processing.
Tasks: 

convert to analog;convert to analog;
amplify.
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Di it l/ l  iDigital/analog conversion

1-bit MASH conversion:

interpolation noise
shaping PWM integratorp shaping g
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MPEG L  1 d dMPEG Layer 1 decoder

Scale
factor

demux
factor

Inverse
inverse
quantize

0101.. * *
Inverse
filter
bank

quantize

d
Step
i

expand

size
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MP3MP3

Decoding is easier than encoding, but 
irequires:

decompression;
filtering.

Basic CD standard for data discsBasic CD standard for data discs.
No standards for MP3 disc file structure: 
player must understand Windows, Mac, 
Unix discs.
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J / ki  Jog/skip memory

Read samples into RAM, play back from 
RAMRAM.
Modern RAMs are larger than needed for g
reasonable jog/skip.
Jog memory saves some powerJog memory saves some power.
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CD/MP3 lCD/MP3 player

Audio
CPUCPU

Jog
memory

g
memory

Error Analog d idi l Error
corrector

Analog
out

focus,
tracking,
sled,

drivedisplay

amp Servo
CPU

Analog
inFE, TE, amp

motor
headDAC

I2S
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DVD f tDVD format

Similar to CD, but:
shorter wavelength laser;
tighter pits;g p ;
two layers of data.
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A di   DVDAudio on DVD

Alternatives:
MP3 on data DVD (stereo).
Audio track of video DVD (5.1).( )
DVD audio (5.1).
SACD (5 1)SACD (5.1).
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MPEG di  t d dMPEG audio standards

Layer 1:
Lossless compression of subbands + optional 
simple masking model

Layer 2:
More advanced masking modelMore advanced masking model.

Layer 3:
Additional processing for lower bit rates.
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MPEG di  tMPEG audio rates

Input sampling rates:
32, 44.1, 48 kHz.

Output bit rates:Output bit rates:
23, 48, 64, 96, 112, 128, 192, 256, 384 
kbits/seckbits/sec.

Output can be mono, dual-channel 
(b l l )(bilingual, etc.), stereo.
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Oth  t d dOther standards

Dolby Digital (AC-3):
Uses modified discrete cosine transform.

ATRAC (MiniDisc):ATRAC (MiniDisc):
Uses subband + modified DCT.

MPEG 2 AACMPEG-2 AAC.
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MPEG L  1MPEG Layer 1

384 samples/block at all frequencies.
Equals 8 ms at 48 kHz.

Optional masking model.Optional masking model.
Driven by separate FFT for better accuracy.
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MPEG L  1 d t  fMPEG Layer 1 data frame

Bit allocation codes specify word length in 
each subband.
Scale factors give gain for each bandScale factors give gain for each band.

header CRC bit
allocation

scale
factors subband samples aux

data
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MPEG L  1 dMPEG Layer 1 encoder

Choose
S l f

Filter

Scale factor

muxFilter
bank requantize*

0101..

Masking
modelFFT model

Computers as Components 103



A di  lAudio players

Audio players may use 
flash, hard disk, or CD forflash, hard disk, or CD for 
mass storage.
Decompression requires p q
small amount of CPU:

10% of ARM7.

File system must be 
compatible (FAT).
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Di it l till Digital still cameras

DSC must determine 
exposure beforeexposure before 
taking picture.
Aft t ki i tAfter taking picture:

Improve image 
litquality.

Compress.
S filSave as file.
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Digital still camera 
hit tarchitecture

DSC uses CPU for 
general-purposegeneral purpose 
processing, DSP for 
image processing.
Internal memory buffers 
the passes on the image.
Display is lower 
resolution than image 
sensor.

Image must be 
downsampled.
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I  tImage capture

Before taking picture:
Determine exposureDetermine exposure.
Determine focus.
O ti i hitOptimize white 
balance.

Bayer patternBayer pattern
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I  iImage processing

Must perform basic processing to get 
usable picture:usable picture:

Bayer->RGB interpolation.
f f f lDSCs perform many functions formerly 

performed by photoprocessors for film:
Image sharpening.
Color balance.
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Fil  tFile management

EXIF standard gives format for digital 
pictures:pictures:

Format of data in a file.
Di t t tDirectory structure.

EXIF file includes:
Image (JPEG, etc.)
Thumbnail.Thumbnail.
Metadata (camera type, date/time, etc.)
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A l tAccelerators

Example: video accelerator
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C tConcept

Build accelerator for block motion 
ti ti t i idestimation, one step in video 

compression.
Perform two-dimensional correlation:

Frame 1

f2f2f2f2f2f2f2f2f2f2
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Bl k ti  ti tiBlock motion estimation

MPEG divides frame into 16 x 16 
bl k f ti ti timacroblocks for motion estimation.

Search for best match within a search 
range.
Measure similarity with sum of absoluteMeasure similarity with sum-of-absolute-
differences (SAD):

Σ | M(i,j) - S(i-ox, j-oy) |

Computers as Components 112



B t t hBest match

Best match produces motion vector for 
ti bl kmotion block:
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F ll h l ithFull search algorithm

bestx = 0; besty = 0;
bestsad = MAXSAD;bestsad = MAXSAD;
for (ox = - SEARCHSIZE; ox < SEARCHSIZE; ox++) {

for (oy = SEARCHSIZE; oy < SEARCHSIZE; oy++) {for (oy = -SEARCHSIZE; oy < SEARCHSIZE; oy++) {
int result = 0;
for (i 0; i<MBSIZE; i++) {for (i=0; i<MBSIZE; i++) { 

for (j=0; j<MBSIZE; j++) {
result + iabs(mb[i][j] search[iresult += iabs(mb[i][j] - search[i-

ox+XCENTER][j-oy-YCENTER]);
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Full search algorithm, 
t’dcont’d.

}
}}
if (result <= bestsad) { bestsad = result; bestx = 

ox; besty = oy; }ox; besty  oy; }
}

}}
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Computational 
i trequirements

Let MBSIZE = 16, SEARCHSIZE = 8.
Search area is 8 + 8 + 1 in each 
dimension.
Must perform:

(16 16) (17 17) 73984nops = (16 x 16) x (17 x 17) = 73984 ops

CIF format has 352 x 288 pixels -> 22 x p
18 macroblocks.
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A l t  i tAccelerator requirements
name block motion estimator

purpose block motion est. in PC

inputs macroblocks, search areas

outputs motion vectors

functions compute motion vectors w ith
full search

performance as fast as possible

manufacturing cost hundreds of dollars

power from PC power supply

physical size/weight PCI card
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Accelerator data types, 
b i  lbasic classes

Motion-vector
x y : pos

Macroblock
pixels[] : pixelval

Search-area
pixels[] : pixelvalx, y : pos pixels[] : pixelval pixels[] : pixelval

PC Motion-estimatorPC
memory[]

Motion estimator

compute-mv()
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S  diSequence diagram

:PC :Motion-estimator

compute-mv()

memory[]Search area memory[]

memory[]memory[]

memory[]macroblocks memory[]c ob oc s
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Architectural 
id ticonsiderations

Requires large amount of memory:
macroblock has 256 pixels;
search area has 1,089 pixels., p

May need external memory (especially if 
buffering multiple macroblocks/searchbuffering multiple macroblocks/search 
areas).
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i tiorganization
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Pi l h d lPixel schedules

PE 0 PE 1 PE 2

|M(0,0)-S(0,0)|

|M(0,1)-S(0,1)| |M(0,0)-S(0,1)|
M(0,0)

|M(0,2)-S(0,2)| |M(0,1)-S(0,2)| |M(0,0)-S(0,2)|
S(0 2)S(0,2)
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S t  t tiSystem testing

Testing requires a large amount of data.
Use simple patterns with obvious answers 
for initial tests.
Extract sample data from JPEG pictures 
for more realistic testsfor more realistic tests.
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