Computer Architecture

Lecture 1
Introduction



Why do you want to study Computer Architecture?

o Because....You want to design the next great instruction set.

o Instruction set architecture has largely converged, especially in
the desktop/server/laptop space.

o Dictated by powerful market forces (Intel/ARM).

o Because....You want to become a computer architect and design the
next great computer systems.

o Because....The design, analysis, implementation concepts that you
will learn are vital to all aspects of computer science and engineering
— operating systems, computer networks, compiler, programming
languages

o Because....The course will equip you with an intellectual toolbox for
dealing with a host of systems design challenges.

From Prof. Fernando C. Colon Osorio’s lecture notes
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Course Goals

o Understand

e Interfaces
- Instruction Set Architecture (“The Hardware/Software Interface”)

o Engineering methodology/ Correctness criteria/ Evaluation
methods/ Technology trends involved in the following
design techniques

- Pipelining
- Cache

- Multiprocessor
= Cache Coherence
= Synchronization
= Interconnection Network

I
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Interface

Reverse Dictionary Rhyming Dictionary

Dictionary Thesaurus Unabridged Dictionary

3 entries found for interface.
To select an entry, click on it.

interface[1,noun] Gol

interface[2,verb]
graphical user interface

Main Entry: linterface o

Pronunciation: 'in-t&r-"fAs

Function: noun

Date: 1882

1 : a surface forming a common boundary of two bodies, spaces, or
phases <an oil-water interface>

2 a : the place at which independent and often unrelated systems meet
and act on or communicate with each other <the man-machine
interface> b : the means by which interaction or communication is
achieved at an interface

- interfa-cial d /vin-ter- ' £A-shel/ adjective Source : http://www.webster.com
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Abstract Data Type (ADT) as an Example of Interface

o Abstract data type : A set of data values (state) and
associated operations that are precisely specified
Independent of any particular implementation

o ADT Example : stack

push pop
— —
(top)

|
(bottom) stack S

N
IS_empty

[
3oejs Aolyse(

Create stack

L
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Abstract Data Type (ADT) as an Example of Interface

o Operations viewed as state transformation

Push (s, 4)

(Before) stack (After) stack

[
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Abstraction

o (Before) (After)
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Jeff Kramer, “Is Abstraction the Key to Computing,” Communications of ACM,
April 2007, Vol. 50, No. 4, pp. 37 - 42.
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Abstraction
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Abstraction

o (Before) After)

Group # 1 2 B 4 5 6 [ 8 9 0 1 12 13 14 15 16 17 18
Period

1 o

He

2 5 6 7 8 9 10

B ilclmwflor Jlne

3 13 14 15 16 17 18

Al Si P S Cl Ar

4 23 24 25 26 27 28 29 30 N 32 || 33 | 4 35 36

V JLCr fMnjFejl Cojf MiJj Culf2njGaljlGe Se || Br || Kr

5 41 42 43 ] M 45 46 || 47 48 || 49 || 50 || 51 52 53 54

: 1 3 g 8 S 7 Mb f| Mo | Tc 4 Ru J| Rh || Pd || Ag || Cd In | Sn || Sb || Te | Xe

500 120 2 B¢ 12! ] 12 120 30 i ===

320 120 54 2o 152 2 s 35 & £ . B EE EEEE R EE R

20 40 55 132 265 181 39 7 7 56 Ta w Re Os Ir Pt Au Hg Tl Pb Bi Po t uw Rn

630 120 29 3 128 87 76 19 118 32 ATl s s o=

990 200 9 19 72 19 173 40 39 1 7 105 = 106 = 107 = 108 = 109 = 110 £ 111 £ 112 £ 113 & 114 = 115 & 116 : 117 : 118

440 120 26 55 126 a3 79 12 115 32 Db = Sg = Bh = Hs = Mt = Ds = Rg = Uub = Uut i Uug = Uup 2 Uuh ¢ Uus : Uuo

20 0 81 223 269 194 0 [ 1 56
750 120 31 89 135 76 80 18 23 31
810 120 32 72 122 a7 79 20 118 33
20 240 1 1 32 1] 136 22 40 1
1050 240 2 4 <§| 93 245 32 1 1
200 a0 T2 178 159 25 10 12 95 44
640 40 0 200 181 116 103 20 147 27
990 20 53 126 133 206 105 27 153 44
750 80 a9 114 167 94 59 17 93 a2
500 40 77 192 136 82 90 22 116 25
20 120 19 39 227 152 43 8 37 56
1050 120 36 83 112 169 140 30 163 47 =l

Jinwook Seo, “Information Visualization Design for Map Use on Future Mobile
Devices (Presentation at Samsung Electronics, Dec. 8, 2008)
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S/W

Instruction Set Architecture (ISA)

Application

library

Operating System

complier

assembler
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Instruction Set Architecture as an ADT

“...the attributes of a [computing] system as seen by the
programmer, i.e. the conceptual structure (state) and functional
behavior (operations), as distinct from the organization of the
data flow and controls, the logical design, and the physical
Implementation.”

- Amdahl, Blaauw, and Brooks, 1964
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Instruction Set Architecture as an ADT

Assumptions
* 8 bit ISA
* # of registers = 4 + PC (Program Counter)
* Memory size = 64B

Memory Memory

63
Registers 24 (4 15) Registers 24 (4 15)

s [8 23 (beqrg, 1y, 2) add ry, ry,, 1y r, 8 23 (beq 1y, 1, 2)
22 (sw rs, O(ro)) > 22 (sw rg, O(ro))

2 1 12 (W r,, 1(ry)) 2 | 12 (W r,, 1(ry))

r1 1 =1 2 0 rl 20 21 2y 0

o | 2 20 (add ry, 13, 13) ro | 2 20 (add ry, 13, 13)

20 21
Before Register and Memory After Register and Memory

I
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Instruction Set Architecture as an ADT

Assumptions
* 8 bit ISA
* # of registers = 4 + PC (Program Counter)
* Memory size = 64B

Memory Memory

63
Registers 24 (4 15) Registers 24 (4 15)

s 3 23 (beqrg, 1y, 2) lw Iy, 1(r0) s ) 23 (beqrg, 1y, 2)
292 (sw rs, O(ro)) > 22 (sw rg, O(ro))

2 | 12 (W 15, 1(r0)) o (W 1y, 1(ro))

Fq 20 21 2 0 ry 20 21 2 0

o | 2 20 (add ry, 1y, 13) ro | 2 20 (add ry, 1y, 13)

21 22
Before Register and Memory After Register and Memory

L
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Instruction Set Architecture as an ADT

Assumptions
* 8 bit ISA
* # of registers = 4 + PC (Program Counter)
* Memory size = 64B

Memory Memory

63
Registers 24 (4 15) Registers 24 (4 15)
8 23 (beq ro, 1y, 2) SW I3, O(r,) 8 23 (beq ro, 1y, 2)
22 (sw rs, O(ro)) > 22 (sw rg, O(ro))
2 | 7 (W 1, 1(ry)) 2| 7 (w1, 1(ry))
Fq 20 21 2 0 ry 20 21 2 0
o | 2 20 (add ry, 1y, 13) ro | 2 20 (add ry, 1y, 13)
22 23
Before Register and Memory After Register and Memory
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Instruction Set Architecture as an ADT

Assumptions
* 8 bit ISA
* # of registers = 4 + PC (Program Counter)
* Memory size = 64B

Memory Memory

63
Registers 24 (4 15) Registers 24 (4 15)

r3 8 23 (beq rO) rl! 2) beq rO’ rl’ 2 r3 8 23 (beq ro, rl, 2)
22 (sw rs, O(ro)) > 22 (sw rg, O(ro))

2 | 7 (W 1, 1(ry)) 2| 7 (w1, 1(ry))

Fq 20 21 2 0 ry 20 21 2 0

o | 2 20 (add ry, 13, 13) ro | 2 20 (add ry, 13, 13)

23 24
Before Register and Memory After Register and Memory
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Instruction Set Architecture as an ADT

Assumptions
* 8 bit ISA
* # of registers = 4 + PC (Program Counter)
* Memory size = 64B

Memory Memory

63
Registers o4 (4 15) Registers o4 (4 15)
beqry, 1y, 2 i beqry, ry, 2
s 3 23 (beqrg, 1y, 2) ] 15 s 3 23 (beqrg, 1y, 2)
292 (sw rs, O(ro)) > 22 (sw rg, O(ro))
2 | 1 (W r,, 1(ry)) 2 | 7 (W r,, 1(ry))
Fq 20 21 2 0 ry 20 21 2 0
o | 0 20 (add ry, 1y, 13) o | 0 20 (add ry, 1y, 13)
24 15
Before Register and Memory After Register and Memory

Computer Architecture & Network Lab 16



Design Technigues

o Design Technigues
o ENngineering methodology
o Correctness criteria
o Evaluation methods
e Technology trends

Computer Architecture & Network Lab
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Design Technigues

Sequential execution

y 4 Pipelined execution
Processor Processor
A
I-cache D-cache
. | | Cache Design
v
Memory Hierarchy Unified cache
4
To main memory system
v
Input/Output

and Storage

I
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Design Technigues

processor processor
.. _— ..

Unified cache Unified cache

Cache Coherence, Synchronization, Interconnection network

T
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Engineering methodology

o Rule 1 : Identify and optimize the common case
o Rule 2 : Make the rare case correct and reasonably fast

N
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Correctness criteria

o Examples

o Pipelined execution : pipelined execution of instructions is
correct if the results is as If the instructions were executed
sequentially

o Cache memory : execution of instructions on a system with
cache memory is correct if the results is as if the
Instructions were executed on the same system but without
cache memory

e We'll see a lot of as if's

[
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Performance Evaluation Methods

o Performance types

e TIMe
- response time
- execution time
e Rate
- throughput : MIPS, MFLOPS
- bandwidth : Mbps
e Ratio
- relative performance

I
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Technology Trends

IBM System 360/50 DEC VAX 11/780 Apple iMac

0.15 MIPS

64 KB
$1M

$6.6M per MIPS
$16M per MB

1 MIPS(peak)
0.5 MIPS(estimated)
1 MB
$200K

$200K to $400 per MIPS
$200K per MB

700 MIPS(peak)
427 MIPS(estimated)
32 MB
$1229(September 1998)

$1.75 to $2.90 per MIPS
$38 per MB

~15000 MIPS(peak)
~6000 MIPS(estimated)
512 MB
< $1000

$0.07 to $0.17 per MIPS
< $2 per MB

I
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A “Big” Picture

e ﬁ'.-‘.:-i'.—-”“’ i .
= = o ~Na T - <

Randy H. Katz, “Tech Titans Building Boom,” IEEE Spectrum, Vol. 46, No. 2,
Feb. 2009, pp. 36 - 39.

Computer Architecture & Network Lab
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A “Big” Picture

STRUCTURE: & 24 D00-square-maeter faclity
houses 400 containers. Dellvered by trucks, the
containers attach to aspine infrastructuse that
COOLING: High-efficiency water-based cooling feeds network connectivity, power, and wates.

¥ 1 By-intensive than tradi '] The data center has no conventional raised floors.
chill ers—circulate cold wates thiough the

i hat, wlimi the need

for alr-conditioned rooms.

POWER: Two powe sulistations

feed a total of 300 megawatts to the

data center, with 200 MW used for

computing equipment and 100 MW for

cooling and elec trical [osses. Batternics

N RERLTAISN Drovide Backup power,
5

and water
distribution

- Water-based
cooling system

CONTAINER: Each B75-cubic-
meter container houses 2500
servers. about 10 times as many
s conventional data centers pack
In the same space. Each container
integrates computing. netwarking,
pawer, and cooling systems.

Racksof
SBrVers

Truck
carrying
container

Randy H. Katz, “Tech Titans Building Boom,” IEEE Spectrum, Vol. 46, No. 2,

Feb. 2009, pp. 36 - 39.
25
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Embedded Processors

0 Cell Phones B PCs [ TVs

Computer Architecture & Network Lab
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Embedded Processors

M Total Computing
~ |M Embedded Systems

04 05 06 07 08 09 10

Millions of units Source: Semico Research 2006

From “Flash and the Embedded Space” by Grady Lambert

[
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Embedded Processing Example

Impact sensors

-

Airbags

Engine Central
controller

I

Navigation &
entertainment

(]
ok

-

Brakes

s

From Prof. Behrooz Parhami’s lecture notes
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Automotive Electronic System

]
c
(9]
8 g Mobile Communications Navigation
Information g o I
Systems 3 - I 1
G = MOST DAB Access to
o Firewire - WWwW
ire
Wall
2 ; Theft warning
Bod > O Air
Elect?’o)rllics S5 Conditioning .
o c
=]
L ) CAN Door Module .
E Lin Gate Light Module
= Way
L ABS
|
o
5§ | |
ks Shift by Engine
> c Wire Management
Body o7 Gate
Electronics | ® o Way
o —
£E| ®©
2S5 |20
S| 55
[ayal &0 Steer by
= Wire
LL
FlexRay

From “Designh of Embedded Systems: Methodologies, Tools and Applications” by Alberto Sangiovanni-Vincentelli
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Technology Trends

o Five components of a computer system

Computer

Processor

Control

Datapath

Memory Devices

Computer Architecture & Network Lab
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Chip Manufacturing Process

Blank
Silicon ingot wafers
) 20 to 40
[ ) Slicer @ processing steps
Tested dies Tested Patterned wafers
wafer ,—u.

™,

Bond die to| _ IZI% DDE , Waf Zan
ond die to afer /
package I:IDEI EI Lz @ tester )

Packaged dies Tested packaged dies
Part 0 [ =< Ship to
... tester E customers

Die cost + Testing cost + Packaging cost

AT

Chip cost =
Final test yield

Computer Architecture & Network Lab
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Processor Performance Trends

Intel Xeon, 3.6 GHz __64-bit Intel Xegra,SS.B GHz

AMD Opteron, 2.2 GHz g

VAX-11/780 ="

=20%

24 52%/year

.-or7T 25%lyear o4 5 VAX.11/785

L A 1 L L L 1 L

1978

1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004
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Performance Improvements by Advances on
Lithography (VLSI) Technology

50 100 150 200 250
Clock rate (MHz) . Pentium

[
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Processor Computations/Energy Trends

1LEV6
Vacuum-tube Era TransistorEra  Microprocessor Era CURRENT LAPTOPS —
SICORTEX SC5832— e
1En3 DELL DIMENSION 2400 e ,°¥2
I;;’.
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LETE s A
’f’ 'f‘
DELL OPTIPLEX GXI .~
1LE3 7L 4
IBM PS/2E & SUNSSI000 o e @ "
1LEs12 S
B INTEL486/25 & 486/33 9 .*
COMPUTATIONS
PER KILOWATT-HOUR " COMPUTATIONS
LE+ y L PER KILOWATT
MACINTOSH 128K »,%, _+* IF THEY FOLLOWED
e MOORE'S LAW,
# &IBMPC-AT  DOUBLING EVERY
LE+10 TS QP TWO YEARS
o IBMPCXT
CRAYT ®4.2"" e APPLEIIe
+09 5
LE /* COMMODORE 64
DECPDP-/20 e
’
/
1E+8 ,/* ALTAIR 8800
A
SDS920
. i
L] ”
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P
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p
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.
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J. G. Koomey, et al. “Outperforming Moore’s Law” IEEE Spectrum, Vol. 47, No. 3, Mar. 2010, pp. 68 - 68.
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Clock Rate (MHz)

Processor Clock Rate/Power Trends

10000 + + 120
5000 3600 2667
1 100
1000 + .
Clock Rate o +80 £
1)
| 66 > len =
100 3 60 <
=
12.5 155 L4 3
10+ © o
1+ 20
313 4.1
| =T 4 'r | | : 0
oy ©H ©H  E~ R A T °
8 %% $8 23 5g sz eEgy $28
o = QS = Q- c o S - .EEG.E&’.S =
© — = = QT §7 52 tfx 8:=4
D_E q;.:«..-(])l-ln_-f Q —
o l'lg o x

Power = Capacitive load x Voltage® x Frequency
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DRAM Technology Trends

1,000,000
I et
100,000 . D
g 10,000 " "':"'.-"""#! (4x in four years)
¥ 1000 _— :
; |
100 B4K_~(4x in three years) .
1-55_..-"" 60% increaselyear |
10

1 1 1 1 1 1 I 1 1 1 1
1976 1678 1980 1582 1964 1986 1988 1950 16992 1994 1996 1998 2000 2007
Yaar of inteductiah

year
1980
1983
1986
1989
1992
1996
2000

size

64 Kbits
256 Kbits
1 Mbits

4 Mbits
16 Mbits
64 Mbits
256 Mbits

cycle time

250 ns
220 ns
190 ns
165 ns
145 ns
125 ns
100 ns

I
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Transistors Per Die Trends

10B =
—  Moore’s law: "The complexity for _
1B =  minimum component cost has I Variun I
= increased at a rate of roughly a factor ' - tanium 11
— of two per year" [5], later amended to
. 64 Mbit DRAM - I GeForce 4
100M = doubling every 18 to 24 months. paom oo
- 16Mbit D RAM— GeForce 3
B Riva 128- Itanium
10M = i _
= 2x/18 months Auiptt DRAM GeForce 2
— 1Mbit DRAM - TNT 2
bl — ] Celeron
S 1M k& st Pentium Il
E E 256K bit DRAM- Bmaspem'um Pro
£ — B4Kbit D RAM - 80386
w 100K = .
o = 80286
3 = 16Kbit DRAM
0 — .
= R AHbit DRAM - 2x/24 months
3 10K = 1Khbit DRAM [3]\ 8085 sosg
= e
= 100bit shit ' 8080
[ register GME [1] 8008
1K = 4004 (4]
E 64 bit bipolar . Miscelaneous eary ICs
— array, IBM [2] ) DRAMmemory
100 E_ ’ f;;g;?g?;?m [ intel %86 microprocessors
E Binary to digital . Intel tanium/IAEd microprocessors
10 & decoder, TI[1] b n¥IDIA graphics processors
= 2x/12 months
1‘/_||||||||||||||||||||||||||||||||||||||||||||I|||
1960 1965 1970 1975 1880 1985 1890 1995 2000 2005

Source: www.icknowledge.com
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Lithography Technology Trends

100K

10K &

Nanometers
=

—_
(=]
(=]

[

10

$1UUM1 960 1965 1970 1975 1980 1985 1990 1995 2000 2010

$10M

Cost

$1M

$100K

$10K !
1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010

Novalak resin - napthoquinone diazide -

Polyisoprene - bis-arylazide -
positive photoresist

negative photoresist

Source: www.icknowledge.com
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Die Size Trends

1,000

100

Die size (mm?)

10

1.0

T T T T T T T T 1
N S S S S N
11 The heavy solid lines
1| represents the die size —
I at product introduction %3
trend. The dotted lines - Ps o] | Per
11 a . o
represent product e P /-rgl
shrinks due to /ﬁ T
linewidths shrinks. 5 Pl \_
B [
|
L
P \\. My \ 7]
N
' DRAM gups 5
No
1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010
Source: www.icknowledge.com
e
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Defect Density Trends

100 —™ = —
= %\ Murphy, 30mils™ chip [T8] —
— ~ Cal-Tex Semiconductor ]
I~ vy / PMOS, metal gate [79] m
B AMD, NMOS 2-3um NMOS [79 ]
™~ ~ Si gate [79] wm (el

10 — 1.4-Zpm CMOS [79] |
= et sare (751 3umCMOS[79]  13-1.5um 3
— 125-150mm CMOS logic [44] —
N 0.45-0.6pm ]

3-4pum NMOS [79] NG 200mm CMOS logic [89)
— 0.45-0 6m —

N 150mm 0.35-0.4um

NE memory [44] 200mm CMOS logic [89]
B2 1.0 = 0.45-0.5um 3
2 — 1.0-1.25um 200mm memory [88] ]
ey : < Bipolar, NMOS, PMOS gﬁgs?mm 0.25um H
] - - ogic 200mm _

CMOS L )

g [} ogic 1.0-1.25um CMOS logic [85]
T — O Memory — ——— 150mm —
g memory [44] | :
0.7-0.8um Y |
E 0.1 = O  undefined References [3] and [4] include data from 15D;m t1L 0.5.0.28 =
— y multiple wafer fabrication sites. The best memary [44] 1 - -<3pm —
- O 3o4oum reported data from each year is used for 200mm -
— W 2030mm this chart. Furthermore, for each dala 0.33-0.4um memory [89] —
— series later year data where trailing edge 200mm —
| B 12520um fabrication facilities have apparently memory [82] ™~ ~ |
B 1.01.25um entered the data set driving up defect
B o709.m densities has been filtered out. Leading ™~
001 = S edge fabs that drove the initial performance —]
— H  0450.6um are believed to have moved on to smaller —
— geometlries by the time the trailing edge _
— B 033-04um fabs have entered production at each —
- EH o025028.m linewidth. ]
ooor Lttt b b P b b b b b P
1960 1965 1870 1875 1880 1885 1880 1885 2000 2005

Year

Source: www.icknowledge.com
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Die Cost and Yield

o Die Cost « f (Die s.ize4 )

\\ BSeEcE T/
20 Defects 20 Defects
20 Bad Die 16 Bad Die
264 Gross Die 54 Gross Die
92% Yield 70% Yield

Source: www.icknowledge.com
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Hard-Disk Technology Trends

o IBM HDD Evolution

'y
=
=

=
=

-

Capacity/Actuator, GBytes

=]
H
-k

'L_. ‘
0.01 | | | | | 1 | | | [
e e e T e e [ R T

Availability Year

RABCMSSY.COR

e i i T Ed Grochowski at Almaden

Source: IBM HDD Evolution by Ed Grochowski at Almaden
Disk density: 1.50x - 1.60x per year (4x in three years)
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Hard-Disk Technology Trends

250
20,000 I I
Inches
— (.85
1.0
200 —1 8
= | —25
= oty 3.5 (desktop)
— = — 3.5 (server)
= b Inches w L
S 150 — 085 = |
E 1.0 ot
o — 1.8 = 10,000
& - %g {desktop) / =
E 100 — 3.5 (server) 7 E
// 2 5000 M=
50 e
.—-—'-"'/
="
e

b

—

——

0
2001 2002 2003 2004 2005 2006 2007 2008

0
2001 2002 2003 2004 2005 2006 2007 2008

“Will Hard drives Finally Stop Shrinking?” by Linda Dailey Paulson (IEEE Computer, May 2005)
I
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Future Outlook of Flash Memory

1000

0.85" NAND

100

Conservative

-
o

$ per Gigahyte (log scale)
w !
7‘— 3 ;

/

___h“‘—-xﬁ_____%*‘_ \_ T T—n
0.1 %1ﬂkxh““xh] N
. I _
| I |
| Aggressive X
0-01 T T T T T T II T T T I T -
2000 2002 2004 2006 2008 2010 2012

Source: Scott Deutsch (SanDisk), “Bringing Solid State Drives to Mainstream Notebooks,” Flash Memory
Summit 2007.
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Internet Technology Trends

100 Pbps
10 Pbps
1 Pbps
100 Tbps
10 Thps
1 Tbhps
100 Gbps
10 Gbps
1Gbps
100 Mbps
10 Mbps
1 Mbps
100 Kbps
10 Kbps
1 Kbps

|
100 bps L="5X751 months >i< 5X/9 months ><—3X/6months
10 bps

1970 1975 1980 1985 1990 1995 2000 2005 2010

1997 breakpoint
Vaice traffic in DWDM (Dense wavelength

Maximum switch speed

pelay e“gmw

T
Maximum port speed
22-month doubling

Internet traffic

/

Source: Lawrence G. Roberts, Beyond Moore's Law: Internet Growth Trends,
IEEE COMPUTER JANUARY 2000, pp. 117-119

I
Computer Architecture & Network Lab



Pitfalls of Computer Technology Forecasting

o DOS addresses only 1 MB of RAM because we cannot
Imagine any applications needing more.” Microsoft, 1980

o “640K ought to be enough for anybody.” Bill Gates, 1981

o “Computers in the future may weigh no more than 1.5
tons.” Popular Mechanics

o “l think there is a world market for maybe five computers.”
Thomas Watson, IBM Chairman, 1943

o “There is no reason anyone would want a computer in
their hnome.” Ken Olsen, DEC founder, 1977

a “The 32-bit machine would be an overkill for a personal
computer.” Sol Libes, ByteLines

From Prof. Behrooz Parhami’s lecture notes
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