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What is Data?

 Collection of data objects and 
their attributes

 An attribute is a property or 
characteristic of an object
– Examples: eye color of a 

person, temperature, etc.
– Attribute is also known as 

variable, field, characteristic, 
or feature

 A collection of attributes 
describe an object
– Object is also known as 

record, point, case, sample, 
entity, or instance

Tid Home 
Owner 

Marital 
Status 

Taxable 
Income 

Defau
lted 
Borro
wer 

1 Yes Single 125K No 

2 No Married 100K No 

3 No Single 70K No 

4 Yes Married 120K No 

5 No Divorced 95K Yes 

6 No Married 60K No 

7 Yes Divorced 220K No 

8 No Single 85K Yes 

9 No Married 75K No 

10 No Single 90K Yes 
10 

 

Attributes

Objects

Data set for predicting borrowers who will 
default on loan payments



Attribute 
Type

Description Examples Operations

Nominal The values of a nominal attribute are 
just different names, i.e., nominal 
attributes provide only enough 
information to distinguish one object 
from another. (DISTINCTNESS =, )

zip codes, employee 
ID numbers, eye color, 
counts, binary, sex: 
{male, female}

mode, entropy, 
contingency 
correlation, 2 test

Ordinal The values of an ordinal attribute 
provide enough information to order 
objects. (ORDER <, >)

hardness of minerals, 
{good, better, best}, 
grades, street numbers

median, percentiles, 
rank correlation, 
run tests, sign tests

Interval For interval attributes, the 
differences between values are 
meaningful, i.e., a unit of 
measurement exists. 
(ADDITION +, - )

calendar dates, 
temperature in Celsius 
or Fahrenheit (differ in 
the location of their 
zero value)

mean, standard 
deviation, Pearson's 
correlation, t and F
tests

Ratio For ratio variables, both differences 
and ratios are meaningful. 
(MULTIPLICATION *, /)

monetary quantities, 
counts, age, mass, 
length, electrical 
current

geometric mean, 
harmonic mean, 
percent variation

Types of Attributes 
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Types of data sets 
 Record

– Data Matrix (Numeric)
– Document Data (Count)
– Transaction Data

 Graph
– World Wide Web
– Molecular Structures

 Ordered
– Spatial Data
– Temporal Data
– Sequential Data
– Genetic Sequence Data



Record Data 

 Data that consists of a collection of records, each 
of which consists of a fixed set of attributes 

Tid House 
Owner 

Marital 
Status 

Taxable 
Income 

Defau
lted 
Borro
wer 

1 Yes Single 125K No 

2 No Married 100K No 

3 No Single 70K No 

4 Yes Married 120K No 

5 No Divorced 95K Yes 

6 No Married 60K No 

7 Yes Divorced 220K No 

8 No Single 85K Yes 

9 No Married 75K No 

10 No Single 90K Yes 
10 

 



(1) Data Matrix 

 If data objects have the same fixed set of numeric 
attributes, then the data objects can be thought of as 
points in a multi-dimensional space, where each 
dimension represents a distinct attribute  Possible 3D 
Plotting

 Such data set can be represented by an m by n matrix, 
where there are m rows, one for each object, and n 
columns, one for each attribute
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(2) Document Data

 Each document becomes a `term' vector, 
– each term is a component (attribute) of the vector,
– the value of each component may be the number of 

times the corresponding term occurs in the document. 
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(3) Transaction Data

 A special type of record data, where 
– each record (transaction) involves a set of items.  
– For example, consider a grocery store.  The set of 

products purchased by a customer during one 
shopping trip constitute a transaction, while the 
individual products that were purchased are the items. 

TID Items 

1 Bread, Coke, Milk 

2 Beer, Bread 

3 Beer, Coke, Diaper, Milk 

4 Beer, Bread, Diaper, Milk 

5 Coke, Diaper, Milk 

 



Graph Data 

5

2

1
 2

5

<a href="papers/papers.html#bbbb">
Data Mining </a>
<li>
<a href="papers/papers.html#aaaa">
Graph Partitioning </a>
<li>
<a href="papers/papers.html#aaaa">
Parallel Solution of Sparse Linear System of Equations </a>
<li>
<a href="papers/papers.html#ffff">
N-Body Computation and Dense Linear System Solvers

Chemical Data
Benzene Molecule: C6H6

Generic Graph
HTLM Links



Ordered Data 

Spatio-Temporal Data
Average Monthly Temperature

DNA Sequencing
24 Different Human Chromosomes

Sequences of transactions

GGTTCCGCCTTCAGCCCCGCGCC
CGCAGGGCCCGCCCCGCGCCGTC
GAGAAGGGCCCGCCTGGCGGGCG
GGGGGAGGCGGGGCCGCCCGAGC
CCAACCGAGTCCGACCAGGTGCC
CCCTCTGCTCGGCCTAGACCTGA
GCTCATTAGGCGGCAGCGGACAG
GCCAAGTAGAACACGCGAAGCGC
TGGGCTGCCTGCTGCGACCAGGG



Data Quality 

 What kinds of data quality problems?

 How can we detect problems with the data? 

 What can we do about these problems? 



Noise

 Noise refers to modification of original values
– Examples: distortion of a person’s voice when talking 

on a poor phone and “snow” on television screen

Two Sine Waves Two Sine Waves + Noise

Randomly generated due to machinery problems or network problems
Should be removed before outlier detection



Outliers

 Outliers are data objects with characteristics that 
are considerably different than most of the other 
data objects in the data set



Missing Values

 Reasons for missing values (data is not available)

– Information is not collected 

(e.g., people decline to give their age and weight)

– Attributes may not be applicable to all cases 

(e.g., annual income is not applicable to children)



Duplicate Data

 Data set may include data objects that are 
duplicates, or almost duplicates of one another
– Major issue when merging data from heterogeneous 

sources: where assign? or different objects?

 Examples:
– Same person with multiple email addresses



Why Data Preprocessing?

 Data in the real world is dirty
– incomplete: lacking attribute values, lacking certain 

attributes of interest, or containing only aggregate data

– noisy: containing errors or outliers

– inconsistent: containing discrepancies in codes or 
names

 Less quality data, less quality mining results!
– Quality decisions must be based on quality data

– Garbage in   Garbage out



Major Tasks in Data Preprocessing



Data Cleaning

 Data cleaning tasks

– Fill in missing values

– Identify outliers and smooth out noisy data 

– Correct inconsistent data



Missing Data

 Data is not always available
– E.g., many records have no recorded value for several 

attributes, such as customer income in sales data

 Missing data may be due to 
– equipment malfunction

– inconsistent with other recorded data and thus deleted

– data not entered due to misunderstanding

– certain data may not be considered important at the time of 
entry

– not register history or changes of the data



How to Handle Missing Data?

 Ignore the record:  usually done when class label is 
missing 
– assuming the tasks in classification—not effective when the 

percentage of missing values per attribute varies considerably.

 Fill in the missing value manually: tedious + infeasible?
– Use a global constant to fill in the missing value: e.g., “unknown”, 

a new class?! 

– Use the attribute mean to fill in the missing value

– Use the attribute mean for all samples belonging to the same class 
to fill in the missing value: smarter

– Use the most probable value to fill in the missing value: inference-
based such as Bayesian formula or decision tree



Noisy Data

 Noise: random error or variance in a measured 
variable

 Incorrect attribute values may due to
– faulty data collection instruments
– data entry problems
– data transmission problems
– technology limitation
– inconsistency in naming convention 



How to Handle Noisy Data?

 Binning method
– sorting data  partition into bins (same # or range)
– then one can smooth by bin means, median, boundaries, 

etc.

 Clustering
– detect and remove outliers

 Regression
– smooth by fitting the data into regression functions

 Combined computer and human inspection
– detect suspicious values and check by human



Data Integration

 Data integration
– combines data from multiple sources into a coherent store

 Schema integration  Cause data redundancy
– integrate metadata from different sources

– attribute values from different sources are different

e.g., A.cust-id  A.cust-# | (02)111-1111  111-1111  02 111 1111

work phone  phone  tel.

– possible reasons: different representations, different scales (e.g., 
metric vs. British units)

 Data integration: help reduce/avoid redundancies and 
inconsistencies and improve mining speed and quality
– use data dictionary, correlation analysis (different name but similar 

characteristics)

Metadata: DB 시스템에서 데이터 관리상 필요한 작성자, 목적, 저장
장소 등 속성에 관한 데이터



Data Transformation

 Simple functions: xk, log(x), ex, |x|

 Normalization: scaled to fall within a small, specified range

– 10050 vs 42

– min-max normalization (consider the entire scale)

– z-score normalization (consider the distribution)

– normalization by decimal scaling
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Data Transformation

 Feature selection

– select new attributes that can capture the important information in 
a data set much more efficiently than the original attributes

– feature extraction  mapping data into new space (e.g., Fourier, 
Wavelet)  feature construction



Data Transformation

 Discretization

– Continuous data  categorical data (intervals)

e.g., 1, 2, 3, 4, 5, 6, 7, 8, 9  low, medium, high

– Subtasks:

Decide how many categories to have

Determine how to map the continuous values to these categories



Discretization Using Class Labels
(supervised)

3 categories for both x and y 5 categories for both x and y

4 Classes



Discretization without Using Class Labels
(unsupervised)

Data Equal interval width

Equal frequency K-means

Unknown Classes



Data Reduction: Curse of Dimensionality

 When dimensionality 
increases, data becomes 
increasingly sparse in the 
space that it occupies

 Definitions of density and 
distance between points, 
which is critical for 
clustering and outlier 
detection, become less 
meaningful (generalization 
problem)

• Randomly generate 500 points

• Compute difference between max and min 
distance between any pair of points

Data analysis becomes significantly harder as the dimensionality of the data increases.
*Dimension = Attribute



Data Reduction

 Combining two or more attributes (or objects) 
into a single attribute (or object)

 Aggregation
– Data reduction: Reduce the number of attributes or 

objects
– Change of scale: Cities aggregated into regions, states, 

countries, etc

More “stable” data: aggregated data tends to have less variability
With aggregated data, save time and memory for processing + better visualization



Aggregation

Standard Deviation of Average 
Monthly Precipitation

Standard Deviation of Average 
Yearly Precipitation

Variation of Precipitation in Australia



 Linear algebra technique for continuous attributes that finds new 
attributes (principal components) that
– Are linear combinations of the original attributes;
– Orthogonal (perpendicular) to each other; and,
– Capture the maximum amount of variation in the data

 For instance,
– The first two principal components capture:

as much of the variation in the data
as is possible with two orthogonal
attributes that are linear combinations
of the original attributes

x2

x1

e1

Principal Component Analysis 

e2

e1 (1 dimension) < original 2 
dimensions



8000 points 2000 Points 500 Points

Sampling 

 Sampling is the main technique employed for data
selection.
 Sampling is used because obtaining and

processing the entire set of data (population) of
interest is too expensive or time consuming.
 Sampling will work almost as well as using the

entire data sets, if the sample is representative



Types of Sampling

 Simple Random Sampling
– There is an equal probability of selecting any particular item

 Sampling without replacement
– As each item is selected, it is removed from the population

 Sampling with replacement
– Objects are not removed from the population as they are selected 

for the sample
– In sampling with replacement, the same object can be picked up 

more than once

 Stratified sampling
– Split the data into several partitions; then draw random samples 

from each partition



Feature Subset Selection

 Redundant features 
– duplicate much or all of the information contained in 

one or more other attributes
– Example: purchase price of a product and the amount 

of sales tax paid

 Irrelevant features
– contain no information that is useful for the data 

mining task at hand
– Example: students' ID is often irrelevant to the task of 

predicting students' GPA



Feature Subset Selection

 Techniques:
– Brute-force approach (ideal approach)

– Try all possible feature subsets as input to data mining algorithm

– Filter approaches
– Features are selected before data mining algorithm is run
– Independent of data mining task
– We might select sets of attributes whose pairwise correlation is as low as possible

– Wrapper approaches
– Use the data mining algorithm as a black box to find best subset of attributes
– Usefulness of features based on the classifier performance (optimization)
– Computationally expensive

– Embedded approaches
– Similar to wrapper but an intrinsic model building metric is used during learning
– The algorithm itself decides which attributes to use and which to ignore



Summary Statistics

 Summary statistics are numbers that summarize 
properties of the data

– Summarized properties include frequency, location and 
spread

– Examples: location – mean - standard deviation

– Most summary statistics can be calculated in a single 
pass through the data



Frequency and Mode

 The frequency of an attribute value is the 
percentage of time the value occurs in the 
data set 
– For example, given the attribute ‘gender’ and a 

representative population of people, the gender ‘female’ 
occurs about 50% of the time.

 The mode of an attribute is the most frequent 
attribute value   

 The notions of frequency and mode are typically 
used with categorical data



Percentiles

 For continuous data, the notion of a percentile is 
more useful. 

 Given an ordinal or continuous attribute x and a 
number p between 0 and 100, the p th percentile 
is a value    of x such that p % of the observed 
values of x are less than   . 

 For instance, the 50th percentile is the value      
such that 50% of all values of x are less than      .

 xp

 xp

 x50%

 x50%
e.g., 90th percentile of exam score: 90% of the students scored less than me.



 The mean is the most common measure of the 
location of a set of points.  

 However, the mean is very sensitive to outliers.   
 Thus, the median is also commonly used.

Measures of Location: Mean and Median



Measures of Spread: Range and Variance

 Range is the difference between the max and min
 The variance or standard deviation is the most 

common measure of the spread of a set of points. 

 However, this is also sensitive to outliers, so that 
other measures are often used.  

AAD: Absolute Average Deviation
MAD: Median Absolute Deviation



Similarity and Dissimilarity

 Similarity
– Numerical measure of how alike
– Is higher when objects are more alike.
– Often falls in the range [0,1] : if p=q, s(p, q) = 1

 Dissimilarity = “Distance”
– Numerical measure of how different
– Lower when objects are more alike
– Minimum dissimilarity is often 0 : if p=q, d(p, q) = 0
– Upper limit varies

 Proximity: similarity or dissimilarity



Common Properties

 Similarities
1. s(p, q) = 1 (or maximum similarity) only if p = q

2. s(p, q) = s(q, p) for all p and q (Symmetry)

 Distances,
1. d(p, q)  0 for all p and q

d(p, q) = 0 only if p = q (Positive definiteness)

2. d(p, q) = d(q, p) for all p and q (Symmetry)

3. d(p, r)  d(p, q) + d(q, r) for all points p, q, and r
(Triangle Inequality)



Similarity/Dissimilarity for Simple Attributes

p and q are the attribute values for two data objects.



Euclidean Distance
(Dissimilarity)

 Euclidean Distance (distance b/w points)

n : the number of dimensions (attributes)

pk and qk : the kth attribute of data objects p and q
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p1

p2

p3 p4

point x y
p1 0 2
p2 2 0
p3 3 1
p4 5 1

p1 p2 p3 p4
p1 0 2.828 3.162 5.099
p2 2.828 0 1.414 3.162
p3 3.162 1.414 0 2
p4 5.099 3.162 2 0

Distance Matrix



Minkowski Distance

 Minkowski Distance is a generalization of Euclidean Distance

r : a parameter, n : the number of attributes

pk and qk : the kth attributes of data objects p and q

 [r = 1]  City block (Manhattan, taxicab, L1 norm) distance
– A common example of this is the Hamming distance, which is just the 

number of bits that are different between two binary vectors

 [r = 2]  Euclidean distance

 [r  ] “supremum” (Lmax norm, L norm) distance
– This is the maximum difference between any component of the vectors
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Minkowski Distance

Distance Matrices

point x y
p1 0 2
p2 2 0
p3 3 1
p4 5 1

L1 p1 p2 p3 p4
p1 0 4 4 6
p2 4 0 2 4
p3 4 2 0 2
p4 6 4 2 0

L2 p1 p2 p3 p4
p1 0 2.828 3.162 5.099
p2 2.828 0 1.414 3.162
p3 3.162 1.414 0 2
p4 5.099 3.162 2 0

L p1 p2 p3 p4
p1 0 2 3 5
p2 2 0 1 3
p3 3 1 0 2
p4 5 3 2 0

0

1

2

3

0 1 2 3 4 5 6

p1

p2

p3 p4



Mahalanobis Distance
Tqpqpqpsmahalanobi )()(),( 1  

For red points, the Euclidean distance is 14.7, Mahalanobis distance is 6.

Explain how the point is different from other points: Outlier detection

Distance b/w the point and 
the distribution mean

X times error than SD
(평균과의 거리가 표준편차의 몇 배인가)

 is the covariance matrix of 
the input data X
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교통량 20대에 표준편차 3대일 경우, 
26대가 지나가면 평균과의 거리는 6이지만 Mahalnobis distance는 6/3=2 즉, 표준적인 편차의 2배정도의 오차



Similarity Between Binary Vectors
 Compute similarities using the following quantities

M01 = the number of attributes where p was 0 and q was 1

M10 = the number of attributes where p was 1 and q was 0

M00 = the number of attributes where p was 0 and q was 0

M11 = the number of attributes where p was 1 and q was 1

 Simple Matching and Jaccard Coefficients 
SMC =  number of matches / number of attributes 

=  (M11 + M00) / (M01 + M10 + M11 + M00)

J = number of 11 matches / number of not-both-zero attributes values

= (M11) / (M01 + M10 + M11)  

 Ignore 0-0 matches to avoid miss-matches by noisy 0 values



Cosine Similarity

 If d1 and d2 are two document vectors, then

cos( d1, d2 ) = (d1  d2) / ||d1|| ||d2|| ,

where  indicates vector dot product and || d || is the length of vector d.

Jaccard measure + non-binary vectors

 Example:

d1 =  3 2 0 5 0 0 0 2 0 0 

d2 =  1 0 0 0 0 0 0 1 0 2

d1  d2=  3*1 + 2*0 + 0*0 + 5*0 + 0*0 + 0*0 + 0*0 + 2*1 + 0*0 + 0*2 = 5

||d1|| = (3*3+2*2+0*0+5*5+0*0+0*0+0*0+2*2+0*0+0*0)0.5 =  (42) 0.5 = 6.481

||d2|| = (1*1+0*0+0*0+0*0+0*0+0*0+0*0+1*1+0*0+2*2) 0.5 = (6) 0.5 = 2.245

cos( d1, d2 ) = 0.3150  (10° : same direction but different length

090° : do not share, low similarity)



Correlation

 Measure the linear relationship between objects
 Standardization, then compute into [-1, 1]



Density

 Euclidean density: # of points per unit volume
– Cell-based: Divide region into a number of rectangular 

cells of equal volume and count
– Center-based: Count the number of points within a 

specified radius of the center point



What is data exploration?

 Key motivations of data exploration include
– Helping to select the right tool for preprocessing or analysis
– Making use of humans’ abilities to recognize patterns

– People can recognize patterns not captured by data analysis 
tools

 Related to the area of Exploratory Data Analysis (EDA)
– Created by statistician John Tukey
– Seminal book is Exploratory Data Analysis by Tukey
– A nice online introduction can be found in Chapter 1 of the NIST 

Engineering Statistics Handbook
http://www.itl.nist.gov/div898/handbook/index.htm

A preliminary exploration of the data to better 
understand its characteristics.



Iris Sample Data Set  
 Many of the exploratory data techniques are illustrated 

with the Iris Plant data set
– Can be obtained from the UCI Machine Learning Repository 

http://archive.ics.uci.edu/ml/
– From the statistician Douglas Fisher
– Three flower types (classes):

– Setosa
– Virginica 
– Versicolour

– Four (non-class) attributes
– Sepal width and length
– Petal width and length



Visualization

 Visualization is the conversion of data into a 
visual or tabular format so that the characteristics 
of the data and the relationships among data 
items or attributes can be analyzed or reported.

 Visualization of data is one of the most powerful 
and appealing techniques for data exploration. 
– Humans have a well developed ability to analyze large 

amounts of information that is presented visually
– Can detect general patterns and trends
– Can detect outliers and unusual patterns   



Visualization Techniques: Histograms
 Example: Petal Width (10 and 20 bins, respectively)



Visualization Techniques: Box Plots



Visualization Techniques: Scatter Plots



Visualization Techniques: Contour Plots
 When a continuous attribute is measured on a spatial grid
 They partition the plane into regions of similar values

Celsius



Visualization Techniques: Matrix Plots

 This can be useful when objects are sorted according to class
 Typically, the attributes are normalized to prevent one attribute 

from dominating the plot
 Plots of similarity or distance matrices can also be useful for 

visualizing the relationships between objects

 Simple data matrix & Correlation matrix



Visualization of the Iris Data Matrix

standard
deviation

Setosa flowers have petal width and length well below the average. 
Versicolour flowers have petal width and length around average. 

Virginica flowers have petal width and length above average.



Visualization of the Iris Correlation Matrix



Visualization Techniques: Parallel Coordinates

 Parallel Coordinates 
– Used to plot the attribute values of high-dimensional 

data
– Instead of using perpendicular axes, use a set of 

parallel axes 
– The attribute values of each object are plotted as a 

point on each corresponding coordinate axis and the 
points are connected by a line

– Thus, each object is represented as a line 
– Often, the lines representing a distinct class of objects 

group together, at least for some attributes
– Ordering of attributes is important in seeing such 

groupings



Parallel Coordinates Plots for Iris Data

If lines cross a lot, the picture can become confusion, and thus, it can be desirable to order the 
coordinate axes to obtain sequences of axes with less crossover in order to identify the 
patterns better.



Visualization Techniques: Word Clouds



Other Visualization Techniques
 Star Plots 

– Similar approach to parallel coordinates, but axes 
radiate from a central point

– The line connecting the values of an object is a 
polygon

 Chernoff Faces
– Approach created by Herman Chernoff
– This approach associates each attribute with a 

characteristic of a face
– The values of each attribute determine the appearance 

of the corresponding facial characteristic
– Each object becomes a separate face
– Relies on human’s ability to distinguish faces



Other Visualization Techniques

e.g., sepal length = size of face, sepal width = forehead relative arc length
petal length = shape of forehead, petal width = shape of jaw



OLAP

 On-Line Analytical Processing (OLAP) was 
proposed by E. F. Codd, the father of the 
relational database.

 Relational databases put data into tables, while 
OLAP typically uses a multidimensional array 
representation. 

 There are a number of data analysis and data 
exploration operations that are easier with such a 
data representation.  



Creating a Multidimensional Array

 Two key steps in converting tabular data into a 
multidimensional array.
– First, identify which attributes are to be the dimensions

and which attribute is to be the target attribute whose 
values appear as entries in the multidimensional array.

– The attributes used as dimensions must have discrete values
– The target value is typically a count or continuous value, e.g., 

the cost of an item

– Second, find the value of each entry in the 
multidimensional array by summing the values (of the 
target attribute) or count of all objects that have the 
attribute values corresponding to that entry.



 We show how the attributes, petal length, petal 
width, and species type can be converted to a 
multidimensional array
– First, we discretized the petal width and length to have 

categorical values: low, medium, and high
– We get the following table - note the count attribute

Example: Iris data

targetdimension



Example: Iris data (continued)
 Slices of the multidimensional array are shown by 

the following cross-tabulations
 What do these tables tell us?

Setosa Versicolour

Virginica




