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457.643 Structural Random Vibrations 

In-Class Material: Class 04 

 

II-1. Random Process (contd.) 
 
  Five important properties of 𝜙(𝑡ଵ, 𝑡ଶ) and 𝜅(𝑡ଵ, 𝑡ଶ) (contd.) 

 
4) For a process containing no periodic 

components, 
 
________ diminishes as |𝑡ଵ − 𝑡ଶ| → ∞ 
 

lim
|௧భି௧మ|→ஶ

𝜅(𝑡ଵ, 𝑡ଶ) = 

 
lim

|௧భି௧మ|→ஶ
𝜙(𝑡ଵ, 𝑡ଶ) = 

 
 

5) Continuity property 
 
𝜙(∙,∙) (or 𝜅(∙,∙)) must be continuous at (𝑡ଵ, 𝑡ଶ) if 
𝜙(∙,∙) and 𝜙(∙,∙) are continuous at (  ,  ) and 
(  ,  ) respectively.  
 
i.e. 
 
lim

ఢభ→
ఢమ→

𝜙(𝑡ଵ + 𝜖ଵ, 𝑡ଶ + 𝜖ଶ) =   

 
if 
 
lim

ఢభ→
ఢమ→

𝜙(𝑡ଵ + 𝜖ଵ, 𝑡ଵ + 𝜖ଶ) =               and 

lim
ఢభ→
ఢమ→

𝜙(𝑡ଶ + 𝜖ଵ, 𝑡ଶ + 𝜖ଶ) = 

 
 
Therefore, if 𝜙(𝑡ଵ, 𝑡ଶ) and 𝜙(𝑡ଵ, 𝑡ଶ) are 
continuous at all points on the diagonal 𝑡ଵ = 𝑡ଶ, 
𝜙(𝑡ଵ, 𝑡ଶ) is continuous at all points in the 2D 
domain (𝑡ଵ, 𝑡ଶ) 
 
Special case: 𝑌 → 𝑋 
 
𝜙(∙,∙) (or 𝜅(∙,∙)) must be continuous at (𝑡ଵ, 𝑡ଶ) if 𝜙(∙,∙) is continuous at (  ,  ) and 
(  ,  ). 
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※ Proof of “Continuity Property” 
 
Consider 
 

 

𝜙(𝑡ଵ + 𝜖ଵ, 𝑡ଶ + 𝜖ଶ) − 𝜙(𝑡ଵ, 𝑡ଶ) = E[𝑋(𝑡ଵ + 𝜖ଵ)𝑌(𝑡ଶ + 𝜖ଶ)] − E[𝑋(𝑡ଵ)𝑌(𝑡ଶ)] 

= E[{𝑋(𝑡ଵ + 𝜖ଵ) − 𝑋(𝑡ଵ)}{𝑌(𝑡ଶ + 𝜖ଶ) − 𝑌(𝑡ଶ)}] 

+E[{𝑋(𝑡ଵ + 𝜖ଵ) − 𝑋(𝑡ଵ)}𝑌(𝑡ଶ)] 

+E[𝑋(𝑡ଵ){𝑌(𝑡ଶ + 𝜖ଶ) − 𝑌(𝑡ଶ)}] 

 

(1) 

 
Applying Schwarz’s inequality to the first of the three expectations in the last line of Eq. 

(1), one can get 

 

|𝐸[{𝑋(𝑡ଵ + 𝜖ଵ) − 𝑋(𝑡ଵ)}{𝑌(𝑡ଶ + 𝜖ଶ) − 𝑌(𝑡ଶ)}]|

≤ ඥ𝐸[{𝑋(𝑡ଵ + 𝜖ଵ) − 𝑋(𝑡ଵ)}ଶ]𝐸[{𝑌(𝑡ଶ + 𝜖ଶ) − 𝑌(𝑡ଶ)}ଶ] 

 

The first term in the square root is expanded to 

 

𝜙(𝑡ଵ + 𝜖ଵ, 𝑡ଵ + 𝜖ଵ) − 2𝜙(𝑡ଵ + 𝜖ଵ, 𝑡ଵ) + 𝜙(𝑡ଵ, 𝑡ଵ) 

 

This converges to zero if 

 

lim
ఢభ→
ఢమ→

𝜙(𝑡ଵ + 𝜖ଵ, 𝑡ଵ + 𝜖ଶ) = 𝜙(𝑡ଵ, 𝑡ଶ) 

 

Therefore, the first expectation in Eq. (1) converges to zero. 

 
Similarly, the other two expectations in Eq. (1) converge to zero if 
 
lim

ఢభ→
ఢమ→

𝜙(𝑡ଵ + 𝜖ଵ, 𝑡ଵ + 𝜖ଶ) = 𝜙(𝑡ଵ, 𝑡ଵ)  

 
and 
 
lim

ఢభ→
ఢమ→

𝜙(𝑡ଶ + 𝜖ଵ, 𝑡ଶ + 𝜖ଶ) = 𝜙(𝑡ଶ, 𝑡ଶ) 

  



Seoul National University                                                                                         Instructor: Junho Song 
Dept. of Civil and Environmental Engineering                                                           junhosong@snu.ac.kr 
 

 3

  
Example 
 
𝑋(𝑡) = 𝐴cos𝜔𝑡 + 𝐵sin𝜔𝑡 
 
Given: E[𝐴] = E[𝐵] = 0, E[𝐴ଶ] = E[𝐵ଶ] = 𝜎ଶ, E[𝐴𝐵] = 𝜌𝜎ଶ 
 
1) E[𝑋(t)] 

2) 𝜙(𝑡ଵ, 𝑡ଶ) and 𝜅(𝑡ଵ, 𝑡ଶ) 

Does 𝜅(𝑡ଵ, 𝑡ଶ) diminish as |𝑡ଵ − 𝑡ଶ| → ∞? Why or Why not? 

3) σ
ଶ (𝑡) 

4) 𝜌(𝑡ଵ, 𝑡ଶ)  
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Correlation Coefficient Functions 
 
Case I: 𝜌 = 𝜌 = 0 

 
Case II: 𝜌 = 𝜌 = 0.8 
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  Stationary process (cf. Homogeneous random field) 

 
A R.P. is stationary if its “____________ description” is invariant to a __________ in the time 
parameter 
 
(Strictly Stationary) 
 
𝑓⋯(𝑥ଵ, ⋯ , 𝑥; 𝑡ଵ, ⋯ , 𝑡) = 𝑓⋯(𝑥ଵ, ⋯ , 𝑥; 𝑡ଵ + ℎ, ⋯ , 𝑡 + ℎ) 
 
(1st Order Stationary) 
 
𝑓(𝑥; 𝑡) = 𝑓(𝑥; 𝑡 + ℎ) = 
 
Therefore, 𝜇(𝑡) =       , σଡ଼(𝑡) =      ,⋯ 
 
(2nd Order Stationary) 
 
𝑓(𝑥ଵ, 𝑥ଶ; 𝑡ଵ, 𝑡ଶ) = 𝑓(𝑥ଵ, 𝑥ଶ;           ,           )

= 𝑓(𝑥ଵ, 𝑥ଶ;             ) 

 
Therefore,  
𝜙(𝑡ଵ, 𝑡ଶ) = 𝜙(𝑡ଵ + ℎ, 𝑡ଶ + ℎ)   ∀(𝑡ଵ, 𝑡ଶ) 

                      = 𝑅ଡ଼ଡ଼(𝜏)  where τ = 

 

𝜅(𝑡ଵ, 𝑡ଶ) = 𝜅(𝑡ଵ + ℎ, 𝑡ଶ + ℎ)   ∀(𝑡ଵ, 𝑡ଶ) 

                      = 𝛤ଡ଼ଡ଼(𝜏)   

 
“Weakly Stationary” or “Stationary in a Wide Sense” (Lin 1967) 
 
When a random process satisfies 
 

 𝜇(𝑡) = 

 𝜎(𝑡) = 

 𝜙(𝑡ଵ, 𝑡ଶ) = 

 
Various Concepts of “Stationarity” in L&S 
 

 Mean-value stationary 
 Second-moment stationary 
 j-th moment stationary 
 j-th order stationary 
 Strictly stationary 

 
When (       ) and (        ) conditions above are satisfied, the random process is considered 
_______  ________ 


