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Introduction

Engineered system Predicted measure

Vehicle Safety
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Cellular phone
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Vectors, Vector Additions, etc.
Convention

Base vectors

Indicial notation

Summation convention (Repeated index)

i,   j,   k 1 2 3e , e , eor

ia = ⋅ ia e

1 2 3ia a a a= = + +i 1 2 3a e e e e

x y za a a= + +a i j k

1 1 2 2 3 3i ia a a a a a a a= + +

11 22 33kka a a a= + +
11 11 12 12 13 13ij ija a a a a a a a= + +
21 21 22 22 23 23a a a a a a+ + +

31 31 32 32 33 33a a a a a a+ + +
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Scalar Product and Vector Product
Scalar product

The scalar product is defined as the product of the two magnitudes times the cosine 
of the angle between the vectors

cosa b θ⋅ =a b

From the definition of eq. (1-1), we immediately have

(1-1)

( ) ( ) ( )m n mn⋅ = ⋅a b a b
⋅ = ⋅a b b a

( + ) +=⋅ ⋅ ⋅a b c a b a c
The scalar product of two different unit base vectors defined above is zero, 
since   cos 90° = 0, that is 

Then the scalar product becomes 
1⋅ = ⋅ = ⋅ =i i j j k k
0⋅ = ⋅ = ⋅ =i j j k k i

( ) ( )x y x y za a a b b b⋅ = + + ⋅ + +a b i j k i j k
zzyyxx bababa ++=

i ia b=
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Scalar Product and Vector Product
Vector product (or cross product)
𝐜𝐜 = 𝐚𝐚 × 𝐛𝐛 is defined as a vector c perpendicular to both a and b in the sense that 
makes a, b, c a right-handed system. Magnitude of vector c is given by 

sin( )c a b θ=

In terms of components, vector product can be written as

Fig. 1.1  Definition of vector product

x( ) ( )x y z y za a a b b b× = + + × + +a b i j k i j k

( ) ( ) ( )y z z y z x x z x y y xa b a b a b a b a b a b= − + − + −i j k

x y z

x y z

a a a
b b b

=
i j k

The vector product is distributive as 

But it is not associative as 
( ) ( ) ( )× + = × + ×a b c a b a c

( ) ( )× × ≠ × ×a b c a b c
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Scalar Product and Vector Product
Scalar triple product

The scalar triple product is defined as the dot product of one of the vectors with the cross 
product of the other two.

( ) ( )
x y z

x y z

x y z

a a a
b b b
c c c

× ⋅ = ⋅ × =a b c a b c

Fig. 1.2  Definition of scalar triple product

Permutation symbol mnrε
0   when any two indices are equal

1  when ( , , ) is even permutation of (1,2,3)
1  when ( , , ) is odd  permutation of (1,2,3)

mnr m n r
m n r

ε

= +
−

Using the permutation symbol, the vector product can be represented by

pqr q r pa bε× =a b i

even permutations are (1,2,3), (2,3,1), and (3,1,2)
odd  permutations are (1,3,2), (2,1,3), and (3,2,1).

Where,
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Scalar Product and Vector Product
Kronceker delta

The Kronecker delta is a function of two variables, usually just positive integers.
The function is 1 if the variables are equal, and 0 otherwise.

ijδ





≠
=

=
qp
qp

pq  if  0
 if  1

δ

Some examples are given below:

3iiδ =

3ij ij iiδ δ δ= =

i ij i ju u uδ = =

ij ij iiT Tδ =
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Rotation of Axes, etc.
Change of orthonormal basis

• Cartesian components of a vector are not changed by translation of axes.
• However, the components of a vector change when the coordinate axes rotate.

Let 𝑥𝑥𝑖𝑖 and �𝑥𝑥𝑖𝑖 be the two coordinate systems, as show in Fig. 1.3, 
which have the same origins.
Also, let the orientation of the two coordinate systems is given by the direction 
cosines as

j
ia original

transformed

�𝐢𝐢𝟏𝟏 �𝐢𝐢𝟐𝟐 �𝐢𝐢𝟑𝟑
𝐢𝐢𝟏𝟏

𝐢𝐢𝟐𝟐
𝐢𝐢𝟑𝟑

α11 α21 α31

α12 α22 α32

α13 α23 α33

Fig. 1.3   Coordinate transformation
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Rotation of Axes, etc.
2D coordinate transformation

cos sin
sin cos

x x

y y

u u
u u

θ θ
θ θ

−    
=    
    

or  A=u u

Inverse of 2D coordinate transformation

Coordinate transformation of vector

cos sin
sin cos

x x

y y

u u
u u

θ θ
θ θ

    
=    −    

1or  TA A−= =u u u

1 1 1
1 2 3
2 2 2
1 2 3
3 3 3
1 2 3

a a a
a a a
a a a

 
 =  
  

A

Then,
or T=v A v=v AvLet,

[ ]1 2 3=A a a a
T TA A=AA =I So A is “Orthogonal matrix.” (with orthonormal basis)Note that 

x

y

x

y

θ

u

Fig. 1.4   2D coordinate  transformation
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Rotation of Axes, etc.
Second order tensors as linear vector functions (or transformations)

The second order tensor may be expressed by tensor product or open product of 
two vectors.

Let, 1 1 2 2 3 3a a a= + +a e e e 1 1 2 2 3 3b b b= + +b e e e

1 1 2 2 3 3 1 1 2 2 3 3T ( ) ( )a a a b b b= = ⊗ = + + ⊗ + +ab a b e e e e e e

1 1 1 1 1 2 1 2 1 3 1 3   a b a b a b= ⊗ + ⊗ + ⊗e e e e e e
2 1 2 1 2 2 2 2 2 3 2 3   a b a b a b+ ⊗ + ⊗ + ⊗e e e e e e

11 1 1 12 1 2 13 1 3

21 2 1 22 2 2 23 2 3

31 3 1 32 3 2 33 3 3

T      
        
         

T T T
T T T
T T T

= ⊗ + ⊗ + ⊗

+ ⊗ + ⊗ + ⊗

+ ⊗ + ⊗ + ⊗

e e e e e e
 e e e e e e
e e e e e e

3 1 3 1 3 2 3 2 3 3 3 3   a b a b a b+ ⊗ + ⊗ + ⊗e e e e e e

and

or

Here, we may consider                            as a base of  the second order tensor, and                         
is a component of the second order tensor  T. 

i j j i⊗ ≠ ⊗e e e e
ijT
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Rotation of Axes, etc.
It can be seen that  the second order tensor map a vector to another vector, that is,

11 1 1 12 1 2 13 1 3

21 2 1 22 2 2 23 2 3

31 3 1 32 3 2 33 3 3 1 1 2 2 3 3

11 1 12 2 13 3 1 21 1 2

 (     
                     
                      ) ( )
             = ( ) (

T T T T
T T T
T T T v v v

T v T v T v T v T

= ⋅ = ⊗ + ⊗ + ⊗

+ ⊗ + ⊗ + ⊗

+ ⊗ + ⊗ + ⊗ ⋅ + +

+ + + +

u v e e e e e e
 e e e e e e
e e e e e e e e e

e 2 2 23 3 2

31 1 32 2 33 3 3

)
                ( )
            ij j i

v T v
T v T v T v

T v

+

+ + +

=

e
e

e

Symmetric tensor and skew-symmetric tensor

Symmetric tensor

Skew-symmetric
or Antisymmetric tensor

jiij TT =

jiij TT −=
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Rotation of Axes, etc.
Rotation of axes, change of tensor components

Let                   and                
where      and      are the same vector but decomposed into two different coordinate 
systems,      and     . The same applies to      and     .
Then by the transformation of vector, we get 

Therefore, transformation matrix can be expressed as, 

In matrix form, we have, 

qjq
j

ij
j

ii vTauau ==
j q

i jq p pa T a v=

jq
q
p

j
iip TaaT =

TT = A TA TT = ATAor

pipi vTu = pipi vTu =
iu iu

ix ix iv iv
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Rotation of Axes, etc.
Scalar product of two tensors

ijijUT=U:T

jiijUT=⋅⋅ UT

If we list all the terms of tensor product, we get

ijijUT=U:T

131312121111 UTUTUT ++=

232322222121 UTUTUT +++

333332323131 UTUTUT +++

The product of two second-order tensors
UT ⋅

v)(UTvU)(T ⋅⋅=⋅⋅

UTP ⋅= kjikij UTP =If ,  then 
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Rotation of Axes, etc.
The trace

Definition ) kkTtr =T)(
Note that

B)A(BA ⋅=⋅⋅ tr
B)A()BA(B:A T ⋅=⋅= trtr T

A)B(B)A( ⋅=⋅ trtr
B)AC(A)CB(C)BA( ⋅⋅=⋅⋅=⋅⋅ trtrtr

(1)  
(2)  
(3)  
(4)  Cyclic property of trace

Proof )
(1)

Let,

B)A(BA ⋅=⋅⋅ tr
BAP ⋅= , i.e., kjikij BAP =

Then, BAP)( ⋅⋅=== kiikii BAPtr

(2) B)A()BA(B:A T ⋅=⋅= trtr T

Let, , i.e.,
Then,

TBAP ⋅= jkikij BAP =

B:A)BA( ===⋅ ikikii
T BAPtr
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Review of Elementary Matrix Concepts
Eigenvectors and eigenvalues of a matrix

Linear  transformation,              , associates, to each point                       , 
another point . . Also, it associates to any other point                       
on the line OP , another  point                        on the line  OQ.   
So we may consider the transformation to be a transformation of the line  OP 
into the line OQ. (left figure)

Mxy = ),,( 321 xxxP
),,( 321 yyyQ ),,( 321 rxrxrx

),,( 321 ryryry

Now any line transformed into itself is called an eigenvector of the matrix M.
That is, λ λ= =Mx x I x

1x

2x

1 2( , )P x x

O

1 2( , )Q y y

1 2( , )P rx rx′
1 2( , )Q ry ry′ y Mx=

Linear Transformation

1x

2x

O

v

M Iλ λ= =v v v

 maps  into the same vector .M v v
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Review of Elementary Matrix Concepts
A nontrivial solution will exist if and only if the determinant vanishes:

( ) 0λ− =M I

Note that 3x3 determinant is expanded, it will be a cubic polynomial equation with 
real coefficients. The roots of this equation are called the eigenvalues of the matrix. 
Upon solving the equation, some of the roots could be complex numbers.

Proof )
For some 𝜆𝜆, if det 𝑀𝑀 − 𝜆𝜆𝜆𝜆 = 0, then ∃𝑣𝑣 ∈ 𝑅𝑅𝑛𝑛\{𝟎𝟎} s.t. 𝑀𝑀 − 𝜆𝜆𝜆𝜆 𝑣𝑣 = 0

It is equivalent to 𝑀𝑀𝑀𝑀 = 𝜆𝜆𝜆𝜆 which is definition of eigenvalue.

Therefore, 𝜆𝜆 is an eigenvalue of M if 𝜆𝜆 is root of det 𝑀𝑀 − 𝜆𝜆𝜆𝜆 = 0
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Review of Elementary Matrix Concepts
A real symmetric matrix has only real eigenvalues

If there were a complex root       , then its complex conjugate        is also a root.
Therefore, 

λ λ

λ
λ

=

=

Mx x
Mx x

These equations can be written as
T Tλ=x Mx x x
T Tλ=x Mx x x

Note that                                     and   since  M is symmetric, we getT T
k kx x= =x x x x

T
ij i jM x x=x Mx

ijji xxM=
T

ij i jM x x= = x Mx
(by interchanging the dummy indices)

(by symmetry of  M)
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Review of Elementary Matrix Concepts
Subtracting them, we get

( ) 0Tλ λ− =x x

Since       is nontrivial,                  .    Therefore, we should havex 0T ≠x x

λλ =
So that       must be real.λ

We can obtain the eigenvector associated to each eigenvalue 
by substituting each eigenvalue into the matrix equation.

When eigenvalues are all distinct : ??
Two of the eigenvalues are equal : ??
All of the eigenvalues are equal : ??
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