Summary Questions of the lecture

= Explain the concept of convolution sum and its meaning in the spatial

and temporal applications.

— Convolution is an operation on two functions, which is defined as
the sum of the product of the two functions after one is reversed and

shifted by the time index. The convolution result represents the

degree of cross correlation between the two signals in view of local-

In-time or local-in-space.

(f*g)[n] = Z_j flmlgln — m] J K
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Summary Questions of the lecture

= What problems in the conventional Laplacian smoothness

applications does the GCN try to solve?

— GCN tries to mitigate the inefficiency arising from redundancy by high
dimension of input data space via feature embedding in GCN and the
dependency of the fixed graph structure via attentional aggregation or

diffusion, etc. in graph.
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Summary Questions of the lecture

= Explain the two main operations in GCN.
— One Is graph filtering for node feature embedding (node feature
representation learning) and the other is graph pooling to obtain a

small graph from an original large graph.
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Outline of Lecture (3)

=  Graph Convolution Networks (GCN) * Link Analysis

=  What are issues on GCN » PageRank

. Graph Filtering in GCN = Diffusion

= Graph Pooling in GCN * Propagation using graph diffusion
= Original GNN (Scarselli et al. 2005) " Predict T_hen_PrOpagate [_ICLR,19]

» Graph Diffusion-Embedding Networks [CVPR’'19]

= Spectral GCN = Making a new graph

. Spectral Filtering = Diffusion Improves Graph Learning [NIPS’19]

. Graph Spectral Filtering in GCN » Graph Learning-Convolutional Nets. [CVPR’19]

. Spectral Graph CNN (Bruna et al. ICLR 2014)

. GraphSage (Hamilton et al. NIPS 2017)

= Spatial GCN
. GCN (Kipf & Welling. ICLR 2017)
. GAT (VeliCkovi¢ et al. ICLR 2018)
. MPNN (Glimer et al. ICML 2017)
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GCN(9)

Geometric deep learning via graph convolution ...
(continue)
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GCN: Types of Operations for Graph Filtering
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Spatial filtering

Original GNN
(Scarselli et al.

2005)

GAT
(Veliekovi¢ et al.
ICLR 2018)

\

o

GraphSage

NIPS 2017)

(Hamilton et al;

%

MPNN
(Glimer et al.
ICML 2017)

Spectral filtering

GCN
(Kipf & Welling
ICLR 2017)

Spectral
Graph CNN
(Bruna et al.

ICLR 2014)

ChebNet
(Defferard et al.
NIPS 2016)




GCN: Graph Filtering

Spatial filtering

h;: hidden features

x;. Input features

l
X5,h5

Original GNN: Graph neural networks for ranking web pages, IEEE Web Intelligence
(Scarselli et al. 2005)
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https://www.researchgate.net/profile/Franco_Scarselli/publication/221158677_Graph_Neural_Networks_for_Ranking_Web_Pages/links/0c9605188cd5090ede000000/Graph-Neural-Networks-for-Ranking-Web-Pages.pdf

GCN: Graph Filtering

Spatial filtering h;: hidden features
x;. Input features

hgl-l_l) = z f(xi, h]@,xj) ) \v4 (S V.

UjEN(Ui)

N (v;): neighbors of the node v;.

f(-): feedforward neural network.
GNN
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R: Graph Fourier Transform

A signal f can be written as graph Fourier series:

f=) fan frue=) fulwe=fi =uif f=|.|=|.|s
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Spatial domain: f

Design GCN in spatial domain

f=U"f

Decompose signal f

Reconstruct signal f

Spectral domain: f

A

v

Design GCN in spectral domain

The emerging field of signal processing on graphs: Extending high-dimensional data analysis

to networks and other irregular domains. IEEE signal processing magazine, 2013 (18672| 2|&
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https://arxiv.org/pdf/1211.0053.pdf

GCN: Graph Filtering

Spectral filtering

Recall: a signal f can be written as graph Fourier series:
GFT: f=UTf,f, =ul'f IGFT: f=Uf =Y, fiu;

Filter a graph signal f:

f

J. Y. Choi. SNU
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GCN: Graph Filtering

Spectral filtering

Recall: a signal f can be written as graph Fourier series:

GFT: f=UTf.fi=ulf
Filter a graph signal f:

i o T
/ Decompose fi=u f
Coefficients

J. Y. Choi. SNU

IGFT: f=Uf =3, fiu
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GCN: Graph Filtering

Spectral filtering

Recall: a signal f can be written as graph Fourier series:

GFT: f=UTf,f, =ul'f IGFT: f =Uf =Y, fiu;
Filter a graph signal f: fe=uif
CFT_ s _ 900 | s Wi e,
/ Decompose fi=uwf Filter g\ti) - W ‘ et
Coefficients Filtered coefficients g .

Filter g(A;): Modulating the frequency
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GCN: Graph Filtering

A
fi=uif-

Spectral filtering

Recall: a signal f can be written as graph Fourier series: M Bl

) . ) ] gk .
GFT f=UTf,fi=u’f IGFT: f=Uf =}, fiu, |

Filter a graph signal f:

GFT T g1y 0. IGFT z T f u,
f Decompose f‘ if Filter g( ) ot f Reconstruct Y l
Coefficients Filtered coefficients Filtered signal
Example:

Filter g(A;): Modulating the frequency

g

[/

Band-pass A;

1

High-pass A;

Ehw

Low-pass  4;
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GCN: Graph Filtering

Spectral filtering

GFT

i —

Decompose
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Coefficients

. T
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Filter

gy -uf

Reconstruct

Filtered coefficients
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GCN: Graph Filtering

Spectral filtering

Recall: a signal f can be written as graph Fourier series:

GFT: f=UTf,f, =ul'f IGFT: f =Uf =Y, fiu;
Filter a graph signal f: Ziﬁ(ﬂi)u?f u;
i ¥ T ﬂ - T ﬂ ~ T
f Decompose f =U f Filter 9 (A)U f Reconstruct Ug(A)U f
Coefficients Filtered coefficients Filtered signal
_g()\o) 0 i Example:
g(A) — 91 g g
o e, I ey |Fay
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GCN: Graph Filtering

Spectral filtering

Recall: a signal f can be written as graph Fourier series:

GFT: f=UTf.fi=ulf

IGFT: f=Uf =Y, fiw

Filter a graph signal f: Ziﬁ(/h)uff u;

ey [y =28, Pt IGFT [y

f Decompose f =U f Filter g (A)U f Reconstruct Uq(A)U

Coefficients Filtered coefficients —
] ) g(L)

§(Mo) 0
g(A) N | . i f Filtering g(L)f i
0 Gg(AN—1)] e e e e e e e e e e

J. Y. Choi. SNU
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GCN: Graph Filtering

How to design the spectral filter for GCN?

Input graph signals ' Feature extraction . Classification -

e.g. bags of words

Graph signal filtering
1. Convolution
2. Non-linear activation

J. Y. Choi. SNU

Convolutional layers

Fully connected layers

Graph coarsening

®: 3. Sub-sampling
\*/r\. 4. Pooling

0=X <A< A, @

P //':-:_‘r—\‘
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Output signals

e.g. labels

(Defferard et al.
NIPS 2016)
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GCN: Graph Filtering

How to design the spectral filter for GCN? EEEE — EEE
_____ -I EEEE L] ]|

J. Y. Choi. SNU

Input graph signals . Feature extraction - Classification » Output signals

e.g. bags of words Convolutional layers Fully connected layers e.g. labels

Graph sig?aé ﬁlte;ri_"lg \+. 4 Earsa[;h m?rsening
. LConvolution ? . aub-samplin
2. Non-linear activa{ian .\w. } Pooling P

1 []‘=)\|'-‘-.’,)\'=C)\,l..r|] . |
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How to design the spectral filter for GCN? 5 h°
Data-driven! Learn g(A) from data! !
|
|
e -

How to deal with multi-channel signals?

J. Y. Choi. SNU

GCN: Graph Filtering
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GCN: Graph Filtering

How to design the spectral filter for GCN?

Data-driven! Learn g(A) from data!

How to deal with multi-channel signals?

F; € RVXd1 5 F, € RV*4z,

Each input channel contributes to each output channel

J. Y. Choi. SNU

dy
Fol:nl = ) o O L
m=1

Filter for input channel

n = 1, dz
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GCN: Graph Filtering . ,49‘?'_, o
> \éﬁl | =
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Data-driven! Learn g(A) from data! esiereomalli

How to design the spectral filter for GCN?

How to deal with multi-channel signals? SHEE

HEEE
HEEN
F, € RN*41 5 F, € RV*dz. T
HEEN
HEEN

Each input channel contributes to each output channel

dy
Fol:nl = ) Gum@Fi[:,m] n=1,...d;
m=1 l

Filter for input channel Learn d, X d, filter

J. Y. Choi. SNU



Summary Questions of the lecture

= Explain the spectral filtering of a graph signal

= How to design the spectral filter for GCN?

What is the channel in a graph signal?

= How to deal with multi-channel signals in GCN?
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