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 Why are dead-ends and spider traps problems and why do teleports 

solve these problems? 

→Spider traps absorb importance values into a region, yielding 

undesirable rank scores. By allowing random teleports that jump to a 

randomly selected page in a probability (1 − 𝛽), we can escape 

spider traps. Dead-ends leak importance values and break the 

random walk assumption of ‘column stochastic’. They can be handled 

either by ordinary random teleports along with self-loop at a dead-end 

or by always teleporting when we meet a dead-end.
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 Describe the PageRank algorithm with teleports based on sparse 

matrix formulation.

→Storing the full transition matrix is memory-inefficient. Since 𝑀 is a

sparse matrix with non-zero entries only on elements corresponding

to links, we may evaluate 𝑟𝑗 on each time step using the sum of 

importances only for incoming links, i.e., βσ𝑖→𝑗 𝑟𝑖/𝑑𝑖, instead of one

large matrix-vector multiplication. Then, the random teleports are 

implemented by simply adding (1 − 𝛽)/𝑁 to 𝑟𝑗.
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 Describe the random walks with personalized teleports.

→Given a set of query nodes, we would like to find out which nodes in 

the entire graph are more related to those in the query set, and which 

are less so. We perform the same random walk with teleports on the 

graph, but this time we teleport only to the nodes in the query set. 

Finally, the number of visits to each node represents its relevance 

score.
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 Random Walks and Diffusion

 Diffusion in GCN

 Propagation using graph diffusion

 APPNP: Predict Then Propagate [IC

LR’19]

 Graph Diffusion-Embedding Network

s [CVPR’19]

 Making a new graph

 Diffusion Improves Graph Learning 

[NIPS’19]

 SSL with Graph Learning-Convolutio

nal Networks [CVPR’19]

 Link Analysis

 Directed Graph 

 Strongly Connected Graph

 Directed Acyclic Graph

 Link Analysis Algorithms

 PageRank (Ranking of Nodes)

 Random Teleports

 Google Matrix

 Sparse Matrix Formulation

 Personalized PageRank

 Random Walk with Restart
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GCN:Graph Diffusion
Random Walks and Diffusion, Diffusion in GCN
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 Transition matrix 𝑃 (column stochastic)

 Random Walk: 𝑃𝑖𝑗 = ൗ
𝑊𝑗𝑖

𝑑𝑗
→ 𝑷 = 𝑾𝑇𝑫−1

transition probability from 
𝑗 to 𝑖

probability that 
a random walker is in 𝑖

𝑃𝑖𝑗 = ൘
𝑊𝑖𝑗

𝑑𝑖
→ 𝑷 = 𝑫−𝟏𝑾 → 𝒓(𝑡+1) = 𝒓(𝑡)𝑷

𝒓(𝑡+1) = 𝑷𝒓(𝑡)

𝑟𝑖 =෍
𝑗
𝑃𝑖𝑗 𝑟𝑗

෍𝑟𝑖 = 1෍
𝑖
𝑃𝑖𝑗 = 1
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 PageRank Beyond the Web [Society for Industrial and Applied Mathemati

cs (SIAM) 2015]

 Google’s PageRank

 Random Walk + teleport probability
 In the PageRank model, a random walker moves through the nodes in a graph, at e

ach step moving to a new node by transitioning along an edge (with probability 𝛽) or 

by “teleporting” to a position independent of the previous location (with probability (1
− 𝛽)). 

 𝒓 = 𝛽𝑷𝒓 + 1 − 𝛽 𝑣, 𝑣 = Τ1 𝑁,… . , Τ1 𝑁 𝑇

 After converging, this distribution implies the importance of each node in light of the 

entire graph structure.

https://arxiv.org/pdf/1407.5107.pdf
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 Goal: illuminate a region of a large graph around a query set 

of interest

 𝒓 = 𝛽𝑷𝒓 + 1 − 𝛽 𝑣, 𝑣 = 0.2, 0, 0, … , 0.3, … , 0.9, … , 0,0,0.6 𝑇

𝑣 → indicating the query node set

 Random surfer in a large graph periodically teleports back to a node 

in the query set.

 Then, the surfer will never move far from the query node set, but the   

frequency with which the surfer visits nodes reveals their proximity to 

the nodes in the query set.

 Can be used to recommendation system or searching application...
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 Goal: illuminate a region of a large graph around a query set 

of interest

 𝒓 = 𝛽𝑷𝒓 + 1 − 𝛽 𝑣,

 𝑣 = 0.2, 0, 0, … , 0.3, … , 0.9, … , 0,0,0.6 𝑇

 𝑣 → indicating the query node set
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 𝒓 = 𝛽𝑷𝒓 + 1 − 𝛽 𝑣,

𝒔 = 𝒔𝑨 𝒔 = 𝑨s
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 APPNP: Approximated Personalized Propagation of Neural Prediction

 Predict Then Propagate: Graph Neural Networks Meet Personalized Pager
ank [ICLR’19]

𝑘 = 0,… , 𝐾 − 2

𝐾 = 10 is used

𝑭𝑂 = ෩𝑫−𝟏/𝟐෩𝑨෩𝑫−𝟏/𝟐 𝑭𝐼𝚯

Simplified ChevNet

𝑷 = 𝑫−𝟏𝑨

← 𝑪𝒉𝒆𝒗𝑵𝒆𝒕

← 𝑹𝒂.𝑾𝒂𝒍𝒌

𝒓 = 𝛽𝑷𝒓 + 1 − 𝛽 𝑣, 𝑣 = 0.2, 0, 0, … , 0.3, … , 0.9, … , 0,0,0.6 𝑇

https://arxiv.org/pdf/1810.05997.pdf
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 APPNP: Approximated
Personalized Propagation of
Neural Prediction
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 APPNP: Approximated
Personalized Propagation of
Neural Prediction

𝑍(𝐾) = 1 − 𝛼 መሚ𝐴𝑍 𝐾−1 + 𝛼𝐻

𝑍(𝐾) = 1 − 𝛼 መሚ𝐴 1 − 𝛼 መሚ𝐴𝑍 𝐾−2 + 𝛼𝐻 + 𝛼𝐻

𝑍(𝐾) = 1 − 𝛼 2 መሚ𝐴2𝑍 𝐾−2 + 1 − 𝛼 𝛼 መሚ𝐴𝐻 + 𝛼𝐻

𝑍(𝐾) = 1 − 𝛼 𝐾 መሚ𝐴𝐾𝐻 +⋯+ 1 − 𝛼 𝛼 መሚ𝐴𝐻 + 𝛼𝐻

𝐾 −hop aggregation

What is the meaning of each term? Over-smoothing?
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 Scalar feature (ex, PageRank, SSL)

𝒛 = (1 − 𝛼) መሚ𝐴𝒛 + 𝛼𝒉

(𝐈 − (1 − 𝛼) መሚ𝐴)𝒛 = 𝛼𝒉

𝒛 = 𝛼(𝐈 − (1 − 𝛼) መሚ𝐴)−1𝒉

 Vector feature (PPNP)

𝒁 = 1 − 𝛼 መሚ𝐴𝒁 + 𝛼𝑯

𝒁 = 𝛼(𝐈 − (1 − 𝛼) መሚ𝐴)−1𝑯

𝒁𝑷𝑷𝑵𝑷 = 𝑠𝑜𝑓𝑡𝑎𝑚𝑥[𝛼 𝐈 − 1 − 𝛼 መሚ𝐴
−1
𝑯]

𝑗 −th

Each component is an 
importance score from j−th

source node (sum to 1)

𝑖 −th

Each component is an 

importance score from each 

source node to 𝑖 −th target 

node
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 Vector feature (PPNP)

𝒁 = 1 − 𝛼 መሚ𝐴𝒁 + 𝛼𝑯

𝒁 = 𝛼(𝐈 − (1 − 𝛼) መሚ𝐴)−1𝑯

𝑗 −th

Each component is an 
importance score from j−th

source node (sum to 1)

𝑖 −th

Each component is an 

importance score from each 

node to 𝑖 −th target node

𝑭𝑂 = ෩𝑫−𝟏/𝟐෩𝑨෩𝑫−𝟏/𝟐 𝑭𝐼𝚯

Simplified ChevNet

𝒁 = 1 − 𝛼 ෩𝑫−𝟏/𝟐෩𝑨෩𝑫−𝟏/𝟐 𝒁 + 𝛼𝑯

PPNP
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 Predict Then Propagate: Graph Neural Networks Meet Personalized Pager
ank [ICLR’19]

 PPNP: Personalized Propagation of Neural Prediction

𝒁𝑷𝑷𝑵𝑷 = softamx[𝛼 𝐈 − 1 − 𝛼 መሚ𝐴
−1
𝑯]

 APPNP: Approximated Personalized Propagation of Neural Prediction

𝑘 = 0,… , 𝐾 − 2

https://arxiv.org/pdf/1810.05997.pdf
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 Predict Then Propagate: Graph Neural Networks Meet Personalized Pager
ank [ICLR’19]

https://arxiv.org/pdf/1810.05997.pdf
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 Describe the key idea of APPNP: Approximated Personalized 

Propagation of Neural Prediction.

 What are the benefits of APPNP: Approximated Personalized 

Propagation of Neural Prediction.

 Discuss the difference among personalized PageRank, ShevNet, and 

APPNP.


