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 Describe the key idea of APPNP: Approximated Personalized 

Propagation of Neural Prediction.

→APPNP predicts (extracts) the node features using a shared neural 

network, then iteratively propagates the features(predictions) for 

𝐾 steps. The propagation is done by the random walk with the 

personalized teleport to the initial predictions, where the Chebyshev

filter, which is also column stochastic, is used for random transition 

probability matrix.
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 What are the benefits of APPNP: Approximated Personalized 

Propagation of Neural Prediction.

→After 𝐾 steps of propagation, 𝑍(𝐾) becomes a weighted sum of 𝐾,𝐾 −
1,𝐾 − 2,⋯ , 1 −hop aggregations and the original node features 𝐻. 

The multiplicity of the Chebyshev filter makes the feature converge to 

the equilibrium point leads but can enlarge the smoothing region and 

so cause a over-smoothing. However, APPNP can prevent over-

smoothing by the teleport to the original node features 𝐻 and the 

attenuation of the propagation coefficients of high-order hops. 
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 Discuss the difference among personalized PageRank, ShevNet, and 

APPNP.

→The central differences lie in the type of filters (or transition matrices 

in random walk-sense) used, and whether explicitly retaining original 

features (or random teleports in random walk-sense) is allowed. 

Personalized PageRank uses the vanilla normalized adjacency matrix 

and allows teleports to a random query node. The simplified ChebNet

uses the Chebyshev filter for the transition matrix, and does not allow 

the original features to be explicitly included. APPNP also uses the 

Chebyshev filter, but allows random teleports to the original features.
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 Random Walks and Diffusion

 Diffusion in GCN

 Propagation using graph diffusion

 APPNP: Predict Then Propagate [IC

LR’19]

 Graph Diffusion-Embedding Network

s [CVPR’19]

 Making a new graph

 Diffusion Improves Graph Learning 

[NIPS’19]

 SSL with Graph Learning-Convolutio

nal Networks [CVPR’19]

 Link Analysis

 Directed Graph 

 Strongly Connected Graph

 Directed Acyclic Graph

 Link Analysis Algorithms

 PageRank (Ranking of Nodes)

 Random Teleports

 Google Matrix

 Sparse Matrix Formulation

 Personalized PageRank

 Random Walk with Restart
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GCN:Graph Diffusion
(Continued) Random Walks and Diffusion, Diffusion in GCN



J. Y. Choi. SNU

GCN: APPNP

6

 Predict Then Propagate: Graph Neural Networks Meet Personalized Pager
ank [ICLR’19]

 PPNP: Personalized Propagation of Neural Prediction

𝒁𝑷𝑷𝑵𝑷 = softamx[𝛼 𝐈 − 1 − 𝛼 መሚ𝐴
−1

𝑯]

 APPNP: Approximated Personalized Propagation of Neural Prediction

𝑘 = 0,… , 𝐾 − 2

https://arxiv.org/pdf/1810.05997.pdf
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 Predict Then Propagate: Graph Neural Networks Meet Personalized Pager
ank [ICLR’19]

https://arxiv.org/pdf/1810.05997.pdf
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 Generalized graph diffusion         

 𝑃: Transition probability matrix

 𝜃: weighting coefficient

𝑆 =
𝑘=0

∞

𝜃𝑘𝑃
𝑘 ,

𝑃 = 𝐴𝐷−1 𝑜𝑟 𝐷−1/2𝐴𝐷−1/2 𝑜𝑟 I + 𝐷 − Τ1 2 I + 𝐴 I + 𝐷 −
1
2

 e.g. heat kernel & personalized PageRank

𝜃𝑘
𝐻𝑇 = 𝑒−𝑡

𝑡𝑘

𝑘!
, 𝜃𝑘

𝐻𝑇 = 𝛼(1 − 𝛼)𝑘



J. Y. Choi. SNU

Graph Diffusion Convolution (GDC)

9

 Diffusion-Convolution Neural Networks [NIPS’16]

 Diffusion Improves Graph Learning [NeurIPS’19]

 Instead of aggregating information only from the first-hop neighbors, 

Graph Diffusion Convolution (GDC) aggregates information from a 

larger neighborhood (spatially localized)

 In practice, new graph is created via graph

 Heat Kernel Diffusion

 Personalized PageRank Diffusion

 𝑆 = σ𝑘=0
∞ 𝜃𝑘𝑃

𝑘 becomes an adjacency matrix of a new graph, which  

improves the learning performance of a GCN.

http://papers.nips.cc/paper/6212-diffusion-convolutional-neural-networks.pdf
http://papers.nips.cc/paper/9490-diffusion-improves-graph-learning.pdf
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 Generalized graph diffusion

𝑆 =
𝑘=0

∞

𝜃𝑘𝑃
𝑘 ,

 In general, 𝑆 becomes a dense matrix, and so sparsification is done 
additionally for ሚ𝑆
 Top−𝑘:Use the 𝑘 entries with the highest mass per column, 2
 Thresholding 𝜖: Set entries below 𝜖 to zero

 Normalize (symmetric)

𝑇𝑠𝑦𝑚
ሚ𝑆 = 𝐷 ሚ𝑆

−1/2 ሚ𝑆𝐷 ሚ𝑆

−1/2

 Apply other graph methods on 𝑇𝑠𝑦𝑚
ሚ𝑆
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 Generalized graph diffusion

𝑆 =
𝑘=0

∞

𝜃𝑘𝑃
𝑘 ,

 Sparsification is done additionally for ሚ𝑆

 Normalize (symmetric)

𝑇𝑠𝑦𝑚
ሚ𝑆 = 𝐷 ሚ𝑆

−1/2 ሚ𝑆𝐷 ሚ𝑆

−1/2

 GCN (ShevNet): 𝑭𝒍 = 𝑇𝑠𝑦𝑚
ሚ𝑆 𝑯𝒍 ,  𝑯𝒍+𝟏 = 𝝈(𝑭𝒍𝚯)

 GAT  (Attention): 𝑭𝒍 = 𝑇𝑠𝑦𝑚
ሚ𝑆 (𝜶)𝑯𝒍 ,  𝑯𝒍+𝟏 = 𝝈(𝑭𝒍𝚯)

 Hyperparameters: 𝜃𝑘 (Heat kernels or APPNP), order of 𝑘
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 Data Representation and Learning with Graph Diffusion-Embedding 
Networks [Bo Jiang et al., CVPR’19]

 Similar to GDC+GCN, but  GDC is used as a aggregation function.

 Standard GCN:Standard GCN:

 This one-step diffusion does not return the equilibrium representation 

of feature diffusion which thus may lead to weak contextual feature 

representation.

(𝑙) (𝑙)

(𝑙) (𝑙)

http://openaccess.thecvf.com/content_CVPR_2019/papers/Jiang_Data_Representation_and_Learning_With_Graph_Diffusion-Embedding_Networks_CVPR_2019_paper.pdf
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𝐹: viewed as a feature diffusion method

෩𝑺 ← 𝑺 =
𝑘=0

∞

𝜃𝑘𝑷
𝑘 ← 𝑷 = 𝑫−𝟏𝑨𝑫෩𝑺

−𝟏/𝟐෩𝑺𝑫෩𝑺

−𝟏/𝟐 (𝑙)(𝑙)

(𝑙)(𝑙)(𝑙)(𝑙 + 1)

 Standard GCN: ShevNet

 Graph Diffusion Convolution (GDC):

 Approx. Personalized Propagation of Neural Prediction (APPNP):

𝑭𝒍 = [(1 − 𝛼)𝐾෩𝑨𝑲 + σ𝑘=0
𝐾−1(1 − 𝛼)𝑘𝛼෩𝑨𝑘] 𝐻𝑙

 PPNP:

𝑭𝒍 = 𝛼(𝐈 − (1 − 𝛼) መሚ𝐴)−1𝐻𝑙
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 Graph Diffusion Convolution (GDC):

 PPNP:

𝑭𝒍 = 𝛼(𝐈 − (1 − 𝛼) መሚ𝐴)−1𝐻𝑙

 Graph Diffusion-Embedding Network (GDEN):
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 Graph Diffusion-Embedding Network (GDEN):

 Random Walk with Restart (RWR)

 Laplacian Regularization

 Normalized Laplacian Regularization
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 Semi-supervised Learning with Graph Learning-Convolutional Netwo

rks [Bo Jiang et al., CVPR’19]

 Key idea: Making a new graph then applying GCNs

 How to make a new graph? Link prediction!

http://openaccess.thecvf.com/content_CVPR_2019/papers/Jiang_Semi-Supervised_Learning_With_Graph_Learning-Convolutional_Networks_CVPR_2019_paper.pdf
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 Graph Learning Layer: 
 given an input:
 aim to seek a non-negative function                   for link prediction
 implemented via a single-layer neural network, parameterized by 

a weight vector 

(when 𝐴 is not available, 𝐴𝑖𝑗 = 1)

 Graph Learning Loss:

𝑎 is trained
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 Total Loss:



J. Y. Choi. SNU

Summary: Diffusion in GCN

22

 Preliminaries:
 Random Walk & Diffusion
 PageRank

 Papers:
 Propagation using graph diffusion

 Predict Then Propagate: Graph Neural Networks Meet Personalized 
PageRank [ICLR’19]

 Data Representation and Learning with Graph Diffusion-Embedding 
Networks [CVPR’19]

 Making a new graph
 Diffusion Improves Graph Learning [NIPS’19]
 Semi-supervised Learning with Graph Learning-Convolutional Netwo

rks [CVPR’19]
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 Describe the key aspects of Graph Diffusion-Embedding Networks.

 Describe the key aspects of Graph Diffusion Convolution.

 Describe the key aspects of Graph Learning-Convolutional Networks .


