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K-armed Bandit

 Repeatedly choose among k different options, or 
actions

 After each choice you receive a numerical reward 
chosen from a stationary probability distribution

 Goal: maximize the expected total reward over 
some time period

en.wikipedia.org/wiki/Multi-

armed_bandit#/media/File:

Las_Vegas_slot_machines.

jpg
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K-armed Bandit

 Example 1: Casino
 Play of one of the slot machine’s levers
 Maximize your winnings by concentrating your actions 

on the best levers

 Example 2: patient treatment
 A doctor needs to choose between experimental 

treatments for a series of seriously ill patients
 Each action is the selection of a treatment, and each 

reward is the survival or well-being of the patient
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K-armed Bandit

 Value of an action a: expected reward given that the 
action a is selected
 𝑞∗ 𝑎 = 𝐸[𝑅𝑡|𝐴𝑡 = 𝑎]

 If we know the value of each action, then we can 
always select the action with the highest value

 Since we do not know the exact value, we estimate it
 𝑄𝑡 𝑎 : our estimated value of action a at time t
 We want 𝑄𝑡 𝑎 to be close to 𝑞∗ 𝑎
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Exploitation vs. Exploration

 Greedy action: choose the action with the greatest 
estimated value

 Exploitation: select greedy action
 Exploration: select nongreedy actions

 Exploitation vs Exploration
 Exploitation gives the maximum reward in one step. 

However, exploration may produce the greater total 
reward in the long run



U Kang

Re
w

ar
d



U Kang

Exploitation vs. Exploration

 Whether it is better to explore or exploit depends in 
a complex way on the precise values of the 
estimates, uncertainties, and the number of 
remaining steps

 Balancing exploitation and exploration is a key 
challenge in RL
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Action-value Methods

 Action-value methods: estimate the values of 
actions, and use them to select actions

 Sample-average method: estimation by averaging

 𝑄𝑡 𝑎 =
σ𝑖=1
𝑡−1 𝑅𝑖𝟏𝐴𝑖=𝑎

σ𝑖=1
𝑡−1 𝟏𝐴𝑖=𝑎

 Greedy action selection
 𝐴𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄𝑡 𝑎
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Action-value Methods

 Greedy method: always exploits current 
knowledge to maximize immediate reward; it 
spends no time for exploration

 𝜖-greedy method: behave greedily most of the 
time, but select a random action with prob. 𝜖
 Ensures that 𝑄𝑡 𝑎 converges to 𝑞∗ 𝑎 in the limit, since 

every action will be sampled many times
 This also implies that the probability of selecting the 

optimal action converges to greater than 1 − 𝜖 , or to 
near certainty
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10-armed Testbed

 Goal: compare greedy and 𝜖 -greedy methods
 2000 randomly generated 10-armed bandit 

problems
 The action values 𝑞∗ 𝑎 , a=1, …, 10, were selected 

according to a Gaussian 𝑁(0; 1)
 The actual reward 𝑅𝑡 from action 𝐴𝑡 at time t was 

selected from a Gaussian 𝑁(𝑞∗ 𝐴𝑡 ; 1)
 1 run = performance over 1000 time steps
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𝜖–greedy vs. greedy

 Depends on the task
 Suppose the reward variance is 10 (not 1)

 𝜖-greedy method would outperform greedy, since it 
takes more exploration to find the optimal action

 Suppose the reward variance is 0 (not 1)
 Greedy method would outperform 𝜖–greedy, since the 

greedy method would know the true value of each 
action after trying it once
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𝜖–greedy vs. greedy

 Non-stationary task
 The true values of the actions changed over time
 𝜖-greedy is advantageous to consider the changed true 

values
 Nonstationarity is the case most commonly encountered 

in RL

 RL requires a balance between exploration and 
exploitation
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Incremental Implementation

 So far, action values are averages of observed 
rewards

 How to update action values efficiently with 
constant memory and constant per-time-step 
computation?
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Incremental Implementation

 Consider an action a
 𝑅𝑖: the reward received after the i th selection of 

this action
 𝑄𝑛: estimate of the action value of a after it has 

been selected n-1 times
 𝑄𝑛 =

𝑅1+𝑅2+⋯+𝑅𝑛−1

𝑛−1

 Naïve method: keep all 𝑅𝑖 and compute 𝑄𝑛
 Disadvantage: memory and computation grow over time
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Incremental Implementation

 It’s possible to incrementally update 𝑄𝑛, with constant 
memory and computation

 𝑄𝑛+1 =
1

𝑛
σ𝑖=1
𝑛 𝑅𝑖

=
1

𝑛
(𝑅𝑛 + σ𝑖=1

𝑛−1𝑅𝑖)

=
1

𝑛
(𝑅𝑛 + (𝑛 − 1)

1

𝑛−1
σ𝑖=1
𝑛−1𝑅𝑖)

=
1

𝑛
(𝑅𝑛 + (𝑛 − 1)𝑄𝑛)

=
1

𝑛
(𝑅𝑛 + 𝑛𝑄𝑛 − 𝑄𝑛)

= 𝑄𝑛 +
1

𝑛
(𝑅𝑛 − 𝑄𝑛)
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Incremental Implementation

 General form of update rule
 𝑁𝑒𝑤𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 ← 𝑂𝑙𝑑𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 + 𝛼[𝑇𝑎𝑟𝑔𝑒𝑡 − 𝑂𝑙𝑑𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒]

 𝛼: step size
 This value changes over time in the incremental method

 𝑇𝑎𝑟𝑔𝑒𝑡 − 𝑂𝑙𝑑𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 : error



U Kang

Simple Bandit Algorithm

Sutton and Barto, 

Reinforcement 

Learning, 2018
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Nonstationary Problem

 Nonstationary problem: reward probabilities 
change over time

 It makes sense to give more weight to recent 
rewards than to long-past rewards
 𝑄𝑛+1 = 𝑄𝑛 + 𝛼 (𝑅𝑛 − 𝑄𝑛)

 Note that 𝛼 is a constant value
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Nonstationary Problem

 𝑄𝑛+1 becomes a weighted average of past rewards and the 
initial estimate 𝑄1

 𝑄𝑛+1 = 𝑄𝑛 + 𝛼(𝑅𝑛 − 𝑄𝑛)

= 𝛼𝑅𝑛 + (1 − 𝛼)𝑄𝑛
= 𝛼𝑅𝑛 + 1 − 𝛼 [𝛼𝑅𝑛−1 + (1 − 𝛼)𝑄𝑛−1]

= 𝛼𝑅𝑛 + 1 − 𝛼 𝛼𝑅𝑛−1 + 1 − 𝛼 2𝑄𝑛−1

= 𝛼𝑅𝑛 + 1 − 𝛼 𝛼𝑅𝑛−1 + 1 − 𝛼 2𝛼𝑅𝑛−2 +⋯+
1 − 𝛼 𝑛−1𝛼𝑅1 + 1 − 𝛼 𝑛𝑄1

= 1 − 𝛼 𝑛𝑄1 +σ𝑖=1
𝑛 𝛼 1 − 𝛼 𝑛−𝑖𝑅𝑖

 This is called exponential recency-weighted average
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Step Size

 It is convenient to vary the step-size parameter over time
 𝛼𝑛(𝑎): step-size parameter after nth selection of action a

 𝛼𝑛 𝑎 =
1

𝑛
guarantees to converge to the true action values 

by the law of large numbers
 Conditions required to assure convergence:

 σ𝑛=1
∞ 𝛼𝑛 𝑎 = ∞,  and  σ𝑛=1

∞ 𝛼𝑛
2(𝑎) < ∞

 Note that 𝛼𝑛 𝑎 =
1

𝑛
satisfies both conditions

 σ𝑛=1
∞ 1

𝑛2
=

𝜋2

6

 Setting 𝛼𝑛 𝑎 to a constant does not satisfy the conditions
 However, this is in fact desirable in a non-stationary environment which is 

common in RL
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Optimistic Initial Values

 All the methods we have discussed so far depend 
on the initial action-value estimates, 𝑄1(𝑎)
 These methods are biased by the estimates

 For the sample-average methods, the bias 
disappears once all actions have been selected at 
least once

 For constant step size, the bias is permanent
 In fact, this can be helpful, if we carefully select the 

initial estimates; this provides an easy way to supply 
some prior knowledge about what level of rewards can 
be expected
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Optimistic Initial Values

 Initial action values can also be used to encourage 
exploration

 10-armed testbed
 Suppose we set the initial action values to 5, not 0
 This value is very optimistic, since 𝑞∗ 𝑎 ~𝑁(0; 1)

 This optimism encourages action-value methods to 
explore; all actions are tried several times before the 
value estimates converge

 The system does a fair amount of exploration even if 
greedy actions are selected all the time
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Optimistic Initial Values

Sutton and Barto, 

Reinforcement 

Learning, 2018
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Optimistic Initial Values

 This trick is effective on stationary problems
 But it is not well suited to nonstationary problems, 

because the exploration is temporary
 If the task changes, creating a renewed need for 

exploration, this method cannot help; The 
beginning of time occurs only once, and thus we 
should not focus on it too much
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UCB Action Selection

 Exploration is needed because of uncertainty 
about the accuracy of action-value estimates

 𝜖-greedy action selection forces the non-greedy 
actions to be tried, but indiscriminately, with no 
preference for those that are uncertain

 It would be better to select among the non-greedy 
actions according to their potential for actually 
being optimal, and their uncertainties
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UCB Action Selection

 Upper Confidence Bound (UCB) action selection

 𝐴𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎[𝑄𝑡 𝑎 + 𝑐
ln 𝑡

𝑁𝑡(𝑎)
]

 𝑁𝑡(𝑎): # of times 𝑎 has been selected prior to time 𝑡
 When 𝑁𝑡 𝑎 = 0, a is considered to be a maximizing 

action 
 Intuition

 𝑁𝑡(𝑎) is a measure of uncertainty or variance in the estimate of 
𝑎’s value

 Prefer to select an uncertain action, since it may give good reward
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𝑄𝑡 𝑎1 : 10
𝑁𝑡 𝑎1 : 10

UCB Action Selection

𝑄𝑡 𝑎2 : 3
𝑁𝑡 𝑎2 : 2

𝑄𝑡 𝑎3 : 5
𝑁𝑡 𝑎3 : 1

𝑄𝑡 𝑎4 : −3
𝑁𝑡 𝑎4 : 2

𝑄𝑡 𝑎5 : 2
𝑁𝑡 𝑎5 : 0

Maximizing action
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UCB Action Selection

Sutton and Barto, 

Reinforcement 

Learning, 2018
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UCB Action Selection

 UCB

 𝐴𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎[𝑄𝑡 𝑎 + 𝑐
ln 𝑡

𝑁𝑡(𝑎)
]

 UCB does not extend well to more general RL 
settings

 Difficulty
 Dealing with nonstationary problems
 Dealing with large state spaces, particularly when using 

function approximation
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Gradient Bandit

 Up to this point we considered methods that estimate 
action values and use them to select actions

 Alternative: consider learning a numerical preference 
𝐻𝑡(𝑎) for each action a

 The larger the preference, the more often that action is 
taken, but the preference has no interpretation in terms of 
reward. Only the relative preference of one action over 
another is important

 Select action based on soft-max distribution

 𝑃 𝐴𝑡 = 𝑎 =
𝑒𝐻𝑡(𝑎)

σ𝑏=1
𝑘 𝑒𝐻𝑡(𝑏)

= 𝜋𝑡(𝑎)

 Initially, all action preferences are the same (𝐻1 𝑎 = 0 for all a) 
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Learning Gradient Bandit

 After selecting action 𝐴𝑡 and receiving reward 𝑅𝑡 at time t, 
update action preference
 𝐻𝑡+1 𝐴𝑡 ← 𝐻𝑡 𝐴𝑡 + 𝛼(𝑅𝑡 − ത𝑅𝑡)(1 − 𝜋𝑡 𝐴𝑡 ), and
 𝐻𝑡+1 𝑎 ← 𝐻𝑡 𝑎 − 𝛼(𝑅𝑡 − ത𝑅𝑡)𝜋𝑡 𝑎 for all 𝑎 ≠ 𝐴𝑡
 𝛼: step-size parameter


ത𝑅𝑡: average reward up to time t
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𝐻1(𝑎1): 0

Gradient bandit

at t = 1 (Initial)

𝐻1(𝑎2): 0

𝜋1 𝑎1 : 0.2 𝜋1 𝑎2 : 0.2 𝜋1 𝑎3 : 0.2 𝜋1 𝑎4 : 0.2 𝜋1 𝑎5 : 0.2

+𝛼𝑅1(1 − 𝜋1 𝑎1 )

𝐻1(𝑎3): 0 𝐻1(𝑎4): 0 𝐻1(𝑎5): 0

𝑅1 −𝛼𝑅1𝜋1 𝑎 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑎 ≠ 𝑎1

Update  𝐻
1 (𝑎

1 )

Update 𝐻1(𝑎)
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Gradient Bandit

 Results on 10-armed testbed, where the true rewards are 
selected from a Gaussian with mean +4
 𝐻𝑡+1 𝐴𝑡 ← 𝐻𝑡 𝐴𝑡 + 𝛼(𝑅𝑡 − ത𝑅𝑡)(1 − 𝜋𝑡 𝐴𝑡 ), and
 𝐻𝑡+1 𝑎 ← 𝐻𝑡 𝑎 − 𝛼(𝑅𝑡 − ത𝑅𝑡)𝜋𝑡 𝑎 for all 𝑎 ≠ 𝐴𝑡

Sutton and Barto, 

Reinforcement 

Learning, 2018
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Contextual Bandits

 We have discussed nonassociative tasks with a 
single state: no need to associate different actions 
with different states

 In general RL, there are more than one states, and 
the goal is to learn a policy: a function from state 
to action

 Associative search = contextual bandits



U Kang

Contextual Bandits

 Associative search (contextual bandits)
 Assume there are several different k-armed bandit tasks; 

on each step we confront one of these at random
 One approach: consider it as a nonstationary k-armed 

bandit task; it will not work well
 Assume that when a bandit task is selected for us, we 

are given some clue about its identity (but not its action 
values)

 Then, we can learn a policy associating each task with 
the best action to take
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Contextual Bandits

 Associative search tasks are intermediate between 
the k-armed bandit problem and the full RL 
problem. 

 They are like the full RL since they learn a policy, 
but each action affects only the intermediate 
reward

 If actions are allowed to affect the next situation 
as well as the reward, then we have the full RL 
problem
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Conclusion

 Ways of balancing exploration and exploitation
 𝜖–greedy: choose randomly in a small fraction of the 

time
 UCB: choose deterministically, but subtly favor actions 

that have so far received fewer samples
 Gradient bandit: estimate action preferences, and favor 

the more preferred actions in a probabilistic manner 
using a soft-max distribution

 Optimistic initialization: initializing estimates 
optimistically causes even greedy methods to explore 
significantly
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Conclusion

Sutton and Barto, 

Reinforcement 

Learning, 2018
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Exercise

 (Question 1)
 Consider a k-armed bandit problem with k = 4 actions, denoted 1, 2, 3, 

and 4. Consider applying to this problem a bandit algorithm using ε-
greedy action selection, sample-average action-value estimates, and 
initial estimates of 𝑄1(a) = 0, for all a. Suppose the initial sequence of 
actions and rewards is 𝐴1 = 1, 𝑅1 = -1,  𝐴2 = 2, 𝑅2 = 1, 𝐴3 = 2, 𝑅3 = -2, 𝐴4
= 2, 𝑅4 = 2, 𝐴5 = 3, 𝑅5 = 0. 

 On which time steps did the random action selection definitely occur? 
On which time steps could this possibly have occurred?
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Exercise

 (Answer)
 The initial sequence of actions and rewards is 𝐴1 = 1, 𝑅1 = -1,  𝐴2 = 2, 𝑅2

= 1, 𝐴3 = 2, 𝑅3 = -2, 𝐴4 = 2, 𝑅4 = 2, 𝐴5 = 3, 𝑅5 = 0
 The action values are as follows

 Initial action values: 0, 0, 0, 0
 T_1: -1, 0, 0, 0 (greedy or random)
 T_2: -1, 1, 0, 0 (greedy)
 T_3: -1, -0.5, 0, 0 (greedy)
 T_4: -1, 0.333, 0, 0 (random)
 T_5: -1, 0.333, 0, 0 (random)
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Exercise

 (Question 2)
 Consider the continuing MDP shown to the below. The only decision to 

be made is that in the top state, where two actions are available, left 
and right. The numbers show the rewards that are received 
deterministic policies, 𝜋𝑙𝑒𝑓𝑡 and 𝜋𝑟𝑖𝑔ℎ𝑡. What policy is optimal if 𝛾 = 0 ? 
If 𝛾 = 0.9 ? If 𝛾 = 0.5 ?
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Exercise

 (Answer)
 The initial sequence of actions and rewards is 𝐴1 = 1, 𝑅1 = -1,  𝐴2 = 2, 𝑅2

= 1, 𝐴3 = 2, 𝑅3 = -2, 𝐴4 = 2, 𝑅4 = 2, 𝐴5 = 3, 𝑅5 = 0
 The action values are as follows

 Initial action values: 0, 0, 0, 0
 T_1: -1, 0, 0, 0 (greedy or random)
 T_2: -1, 1, 0, 0 (greedy)
 T_3: -1, -0.5, 0, 0 (greedy)
 T_4: -1, 0.333, 0, 0 (random)
 T_5: -1, 0.333, 0, 0 (random)
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Questions?


