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Why Neuromorphic?
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Why Spiking neural network neuromorphic?
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ANN : Non-spiking NN Brain : Spiking NN

Inputs & Outputs Real-valued numbers Spikes

Neuron Operation

S. Kim et al., Springer International Publishing, 2017, pp 153-164

Concept of SNN hardware

G. Burr et al., Advanced in Physics: X, 2017, Vol.2 No.1, 89-124

Spike-timing-
dependent-plasticity

(STDP)

Leaky 
Integrate& Fire (LIF)

Gerstner W. et al., Cambridge Univ. Press, 2017

Synapse

Post-synaptic neuron

Bi & Poo, J. Neurosci., 1988, 18(24 ), 10464-10472

Input 
spikes

Membrane potential Fire!

Asynchronous spikes
bring us 
energy efficiency!



Hardware design of Spiking RBM chip
M. Ishii et al., in IEDM, 2019, pp. 14.2.1-4.

“6T2R PCM-based unit cell & LIF neuron circuit”
Algorithmic components:
ⅰ) Bidirectional activity
ⅱ) Bipolar weight update
ⅲ) Asynchronous and event-driven

Neftci et al., Frontiers in Neurosci., 2014, Vol.7, 272
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Restricted Boltzmann machine (RBM)

ⅰ) Low-power consumption of PCM
ⅱ) Asynchronous and parallel operation
ⅲ) Undirected synaptic connection
ⅳ) Bipolar synaptic weight (G+ & G-)

(Phase Change Memory)
(eCD: event-driven Contrastive Divergence)



Implementation of stochasticity on Spiking RBM chip
[“Deterministic” neuron]

Firing probability is either 0 or 1

[“Stochastic” neuron]

Firing probability of a neuron 
is a function of membrane potential

Ideal for spiking RBM

Average firing rate for stationary 𝑢𝑢 𝑡𝑡 ,
(𝑢𝑢 𝑡𝑡 : membrane potential, 

𝜏𝜏𝑟𝑟: refractory period. )

𝝆𝝆 𝒖𝒖 = 𝝉𝝉𝒓𝒓 + 𝐞𝐞𝐞𝐞𝐞𝐞 −𝒖𝒖 −𝟏𝟏

The firing probability is 
determined by the membrane potential.

M. Ishii et al., in IEDM, 2019, pp. 14.2.1-4.
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≈ NON-ZERO probability

Random 
walk clock

Random bit

On-chip implementation: “Random walk function”



Implementation of the other SNN components

M. Ishii et al., in IEDM, 2019, pp. 14.2.1-4.

Implemented SNN primitives:
ⅰ) Random walk function – Ensure stochasticity of neurons

ⅱ) Leak function: 
The membrane potential gradually returns to resting potential.

ⅲ) Refractory period:
Ignoring incoming spikes for a specific period after the fire. 8

Simplified block diagram of neuron circuits.



Further ‘Chip test’ works for improvements of chip performance
[On-chip test] [Simulation test]

MNIST 100-image
MNIST 100-image

Why is the error rate of real hardware higher than 20%?
Is there any issue that degrade the training accuracy?

Chip test can

ⅰ) Observe and analysis real phenomena on chip 
ⅱ) Optimize chip operations for algorithm efficiency
ⅲ) Mapping novel algorithm using on-chip functions

M. Ishii et al., in IEDM, 2019, pp. 14.2.1-4.
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[Digit recognition]
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Experimental demonstration of spiking RBM chip 

11

ⅰ) Bipolar synaptic weight

Programming Gp & Gm 
to implement potentiation 

& depression.

M. Ishii et al., in IEDM, 2019, pp. 14.2.1-4.

ⅱ) Bidirectional synaptic connection
[ Forward LIF ] [ Backward LIF ]

Demonstrating 
the symmetrical performance
for the spiking RBM.

(Restricted Boltzmann machine)

(Leaky Integrate-and-Fire)

Bidirectional



Experimental discussion of LIF functional test
Measuring the LIF output by adjusting the interval of input spikes demonstrates that
leak function and refractory period are properly working in our LIF circuitry.

This work shows not only
bipolar synaptic weights are implemented well, 
but also ⅰ) the leaky function

ⅱ) the refractory period.

…
(Spike interval) (Refractory period)

…Vcap

VTH

VREST
Ignoring many of incoming spikes!

(Spike interval)

…Vcap

VTH

VREST
Requiring many of input spikes to reach VTH

- Small input spike interval

- Large input spike interval
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Gradual PGM & LIF results
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[Schematics of the programming]

Gp
RESET

Gp

Gm

LIF output: -

Gm
RESET

Gp

Gm

LIF output: ↓

Gp

Gm

LIF output: ↑

GpSET

Gp

Gm

LIF output: ↑↑

GmSET

Gp

Gm

LIF output: ↓

Gp
RESET

Gp

Gm

LIF output: ↓↓

SET RESET

[LIF results of the programming, 832*832=692,224 synapses]

GmSET GpSET GmSET

SET : SET processes occur inevitably during the RESET process.

From the results, we can program all PCM cells gradually on both Gp & Gm

[ PGM & LIF test flow ]
Virgin

(Initial state?)
All RESET x3

(Clean up before the test)
Gp SET × 10

(Increased?)
Gm SET × 5

(Decreased?)
All RESET x3

(Clean up after the test)



Why should we check ‘LIF vs BLIF’ = ‘Bidirectional Synaptic connection’
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[ LIF test schematic diagram ] [ BLIF test schematic diagram ]

Bidirectional connection with the same synaptic weight.

Since the spiking RBM requires both forward- and backward-propagation,
We should demonstrate and optimize the symmetrical performance of LIF and Backward LIF (BLIF).

[ Implemented RBM network ]

[LIF vs BLIF experiment]

Gp SET × 10
(Increased?)

All RESET x3
(Clean up after the test)

LIF
(Axon input)

BLIF
(Nrn input)

All RESET
every cell

Programming condition: STDP BL PW   : 5 
STDP BL Times: 2
BL Interval      : 500 (10μs)
AxNr Interval : 60μs

LIF & BLIF condition    :   # of input spikes: 200
Spike interval    : 1,000μs

Finding the condition of pulse widths of LIF_WL & BLIF_WL,
which shows good balance in the output of LIF & BLIF.



Result of LIF vs BLIF
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[Comparing the best and the worst balance]

LIF conditions 
Fire times   : 200 (# of input spikes)
Fire interval : 1,000μs

1. LIF PW0 (  53.4 ns) vs BLIF PW7 (211.3 ns) 4. LIF PW7 (250.9 ns) vs BLIF PW7 (211.3 ns)

We finally fine-tuned the chip conditions for well-balanced between forward & backward.

BLIF = LIF BLIF = LIF



Membrane
potential↑

Membrane
potential↓

[Optimizing method]

Those vol. sources can modulate 
the quantity of charge transfer.

[Vp_dn ↓] &
[Vn_up ↑] make larger change.

By increased charge transfer,
R.W. step size is increased!

The larger step size can induce
more output spikes

1. Increasing the R.W. step size to obtain more output spikes.

2. We should maintain the step size of upper and lower.
(A broken balance may affect the overall probability.)

[Approximation with exponential fn.]

Experimental optimization of random walk: Sigmoid firing probability
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Neftci et al., Frontiers in Neurosci., 2014, Vol.7, 272

From the result, 
we can modulate probability!



Random walk results from sweeping Vadjr
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[Vadjr sweep on 5 condition cases]
Rndwlk conditions 
# of LFSR clks : 33280 clks (10μs/clk)
Vadjr sweep range : 0.65 ~ 0.94V



Random walk results from sweeping Vadjr
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[Vadjr sweep on 5 condition cases]

Firing probability:
A > B > C >>D, E

A

B

C

D

Default Vadjr

Default (Vn, Vp)

How do these voltage conditions 
bring differences in MNIST scores?
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Algorithm implementation on the SNN hardware
[ Mapping novel algorithms ]

ⅰ. Spiking RBM ⅲ. Traveling Salesman Problem        
(TSP)

ⅱ. Maximum cut problem  
(Max-Cut)
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(Restricted Boltzmann machine)

The goal: 

Maximize training accuracy.

The goal: 

Maximize the sum of edge 
weights between the sets.
(red edges)

The goal: 

Find out the minimal route 
visiting all cities.

Combinatorial Optimization problem!



Summary

21

- Neuromorphic hardware is promising technology for future edge devices.
: ① SNN is investigating as a 3rd generation of AI, with greatly reduced power consumption.
: ② RBM is one of the machine learning algorithms based on probability.
: ③ PCM is one of the emerging memory devices which is matured and commercialized(Intel).

- Demonstrations of SNN-RBM chip
: ① Gradual change of bipolar synaptic weights.
: ② Symmetric operation on bi-directional synaptic connections.
: ③ Implementation of firing probability by random walk circuitry.

We are still debugging test algorithms and searching proper conditions

- Implementation of novel algorithms
: Not only MNIST-handwritten recognition, probabilistic problems such as ‘Max-cut’ and ‘TSP’. 



Thank You!



-Appendix-



{                                       }  

LIF functional test
Leaky-Integrate and Fire (LIF) is core operation of our SNN chip!
So first, we should confirm that our circuitry executes LIF correctly.

I tested on 10x10 cells sample group among the whole array.

LIF circuitry makes outputs according to G of synaptic cells.

SET programming on Gp

Gm

Gtotal increase

Gtotal decrease

LIF outputs ↑

LIF outputs ↓

Higher Gtotal makes more spikes!

(Gtotal = Gp – Gm)

[ Schematic firing process ] [ Experimental results of LIF on IEDM 2019 paper]

This work shows that 
bipolar synaptic weights are implemented well, 
and circuitry operate proper LIF function.
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LIF vs BLIF experimental results
Demonstrating the symmetrical performance of LIF and Backward LIF (BLIF),
Since the spiking RBM requires both forward- and backward-propagation.

[ Hardware in-situ results] [ Simulation results ]

Performing the identical LIF functional experiment on the hidden side neuron circuit, 
we confirmed that bidirectional connections are implemented well.

In addition to hardware in-situ results, 
the comparable tendency of simulation results indicates LIF circuitry is well-fabricated. 

Bidirectional

Simulation figures are provided by Wonseok Choi, SNU

[ LIF ] [ BLIF ] [ LIF ] [ BLIF ]
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Conditions of pulse widths for ‘LIF vs BLIF’ test
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LIF_WL pulse width

1) PW0 (  53.4 ns)
2) PW4 (116.2 ns)
3) PW6 (205.0 ns)
4) PW7 (250.9 ns)

BLIF_WL pulse width

1) PW7 (211.3 ns)

(TMH_VPR_A2 <2:0>) (TMH_VRP_N1 <2:0>)

Since BLIF output is less than LIF, 
fixed to the longest width.

Color map
200

2000

#
 o

f 
BL

IF
 s

p
ik

es

# of LIF spikes

BLIF = LIF

250
Example 1. (Good balance) 
It means we have 250 synapses showing 
(LIF spikes, BLIF spikes) = (100, 100). 

750

Example 2. (LIF dominates) 
It means we have 750 synapses showing 
(LIF spikes, BLIF spikes) = (66, 0). 
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