2|22 YALAISHA] (Monte Carlo Radiation Analysis)

Rationale of Monte Carlo
Approximation

Notice: This document is prepared and distributed for educational purposes only.
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Review

Monte Carlo Simulation

— Once the pdf's are known, the MC simulation can
proceed by random sampling of parametric choices from

the pdf’s.

— Many simulations are then performed (multiple
“histories”) and the desired result is taken as an
average over the number of observations.

— Along with the result, its statistical error (“variance”) is
informed implying the number of MC trials that is
needed to achieve a certain level of reliability
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Review

Central Limit Theorem

* Given certain conditions, the arithmetic mean (G) of a
sufficiently large number of iterates (q{x), i=/, .n) of
independent random variables, each with a well-defined
expected value and well-defined variance, will be
approximately normally distributed, reqardless of the
underlying distribution.

* Since real-world quantities are often the balanced sum of
many unobserved random events, the central limit theorem
also provides a partial explanation for the prevalence of
the normal probability distribution. [t also justifies the
approximation of large—sample statistics to the normal
distribution in controlled experiments.
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CLT: example

A simple example:
Rolling a large

number of identical,
unbiased dice. The
distribution of the
sum (or average) of
the rolled numbers
will be well
approximated by a
normal distribution.
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CLT: example
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Expected Values in MC Simulation

* In many cases, the true mean is not known and the purpose
of the Monte Carlo simulation is to estimate the true mean.

* The estimates of MC simulation are denoted by

x and g(x),
hoping that

x and g(x) are good approximations to x and q(x).
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Sums of Random Variables

* Draw N samples x,, x,, ..., Xy from f(x) and define the
following linear combination
v
G=>cg,(x,) (/)
n=/

where c,'s are real constants and g,(x) are real-valued
functions independent from each other.

 The mean and variance of G are

E(G) = G = E{icn g (x )} =N ()= q(x) (2
var[G] = va{icn g, (xn)} = icnz varlg, (x, )] (3)
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Sums of Random Variables (cont)

* Consider the special case where q,(x) = g(x) and c¢,=//N:
LN alx) @
WZ:/: X, 4

* The expectation value for G is
/ N / N / N .
- E{—Zg(xn )} = LS Erg 1= L% gt )= a0 (5
N n=/ N n=/ N n=/

——=> The expectation value for the average (not the
average itself) of N observations of the random
variable g(x) is simply the expectation value for g(x).

— The simple average is an unbiased estimator for the mean.
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Sums of Random Variables (cont))

* Also, the variance is given by

| & Y &
var[G] = var{—z g, (xn)} = [—] > varlg(x,)]
N n=/ N n=/

(1Y (L
= (N] N yar[g(xn)__’ (N]VGTEQ(X,,)J (6)

——=> The variance in the average value of N samples of
g(x) is smaller than the variance in the original
random variable g(x) by a factor of N.
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Monte Carlo [ntegration

* To evaluate the following definite integral,

[ = Lb g(x)dx (7)
g(x) ~
a b i
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Monte Carlo Integration (cont)

* To manipulate the definite integral into a form that
can be solved by MC, we define the following function
on Labl

I/(b-a), a<x=<b
f(X)={/( W a=x (8)

0, otherwise

— f(x)

area — 1

a b

= f(x) is a uniform pdf on the interval [a, b].
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Monte Carlo Integration (cont)

* [nsert Eq. (8) into Eq. (7) to obtain the following expression

= (b-a) | g)f(x)dx. (9)

* Given that f(x) is a pdf of x, the integral on the RHS in (%)
is simply the expectation value for g(x):

| =(b=a) g(x) (10)
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Monte Carlo [ntegration

* To evaluate the following definite integral,

| = Lb g(x)dx (7)

[ = (b-a) g(x) (10)
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Monte Carlo [ntegration (cont)

* Now, we draw samples x, from the pdf f(x), evaluate g(x,),
and form G, the average of q(x)

G = ﬁnzﬂ_/;g(xn) (/1)
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Monte Carlo [ntegration (cont)

e Recall

A A VAN N o) o
G E{N;g(xn)} o3 Elglr, )T = 13 gln,)= g(x) (5

* Hence,
= (b—a).§: (b—a)-G ~(b—a)-G= (b—a)-(#zn_/: g(xn)j (/12)

where the interval La, bl is finite.
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Monte Carlo Integration (cont)

* Recall
var[G] = (A//]var[g(x,,)l (6)

which relates the variance in the integral G to the true
variance in g(x)

— We might expect the error (O) in the estimate of | to
decrease by the factor N7'/2
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Rejection Technique

* An alternative method of sampling based on the fact
that the integral of pdf f(x) from = to x or F(x) is
the area under the curve of f(x) over this interval.

* The “rejection technique” is one very simple technique
for selecting points uniformly within the area under the
curve and thereby calculating the area.

* Ex. calculation of pi
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Rejection Technique (cont)

* Consider a pdf f(x) that has a maximum value less than
or equal to some number in the range a=x=b and is
zero outside the range.

f(x) <M a<x=<b
f(x) = 0, otherwise

* The area under the curve defined by f(x) is enclosed
within the rectangle bounded by 0=y=M and a=x=b.
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Max f(x)

an
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Rejection Technique (cont)

* Calculation of the area under the curve f(x) by sampling
random numbers & (1 = [, 2, =+*)

— Step /. select a point (x, y) by uniform chance within
the rectangle

x =a+ (b-a)§, and y = ME,

— Step 2. examine whether the point (x, y) falls under
the curve f(x)

If it does, accept the point. Otherwise, reject it!

— Step 3. Area = (/—fraction of rejection)-[(b—a)M]

* For the rejection technique to be efficient, ensure that the
fraction of points that are rejected is small
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Estimation of Means and Variances

* Given a discrete set of n samples of the random variable
X, which consists of the numbers S={x, x,, ... x}, the
mean value of S or the sample mean is

S = LZX, , (13)
n =

which is the best estimate for the mean of X one can
make.

* The variance of the sample 5 is

var($) = o’ = %Zn:(x, -S), (/4)

which is a valid estimate for the variance 0% of the
variable X.
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Estimation of Means and Variances (cont.)

* [f the true mean is known, the variance is given by

var($) = o,’ = —Z(X - X)*. (/5)

n =

* For small value of n, a correction is necessary:

Z(x -s). (16)

var($) = o, =

n—)

* 0/ is the variance of the sample 5 whereas O, and O3’
are the unbiased estimates of the variance of X.

Degrees of freedom in statistics

the number of observations that are free to vary.

the number of independent scores that go into the estimate
minus the number of parameters used as intermediate steps.
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Estimation of Means and Variances (cont.)

* [n practice, one uses a large value of n with the true mean
of X unknown.

* For n greater than ~30, the difference between (/4) and (/5)
is sufficiently small that it can be ignored.

——=> One normally uses Eq. (/4) to estimate the variance
of random variables.

. gg(x,_;)z _ ’z i [fz] | (17)
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Estimation of Means and Variances (cont.)
var[G] = va{/(/nzf: gn(xn)} = [/{Jz gvar[g(xn)]

= [#J /V-var[g(x,,)J = [ﬁ] varfg(xn)] (6)

2

* From (6),
var(s) = ivcn'()() -2 (/18)

n n

 The standard deviation of the estimate of the mean is
then

StdDev(S) = \/Lvar(X) =
n

e g

Jn Jn

* Fractional Standard Deviation (fsd) = StdDev/Mean

— A result with fsd greater than about 0./ should be
questionable!

StdDev(X) = (19)
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