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Keyword Analysis

I Basic Process

Data Collection

Text Preprocessing

- To extract words or expressions

Keyword Weighting
- To calculate the importance of words or expressions

- e.g., Term Frequency (TF), Term Frequency — Inverse Document Frequency (TF-IDF)

Visualization
- To represent keywords considering the importance of each keyword

- e.g., Word Cloud, Word Network

BN CoASTRUCTION
=ININOVATION



Keyword Analysis

I Keyword Weighting: Term Frequency (TF)

Basic frequency: most popular in keyword analysis

:TF(t,d) = f(t,d) = count(t) in d (t: term,d: document where the term t appears)

Boolean frequency

:TF(t,d) = 1if t occurs ind and 0 otherwise;

Logarithmically scaled frequency

:TF(t,d) =log(1+ f(t,d))

Augmented frequency, to prevent a bias towards longer documents

0.5xf(t,d)
max{f(w,d), wed}

:TF(t,d) = 0.5 +
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Keyword Analysis iIN

I Keyword Weighting: Term Frequency — Inverse Document Frequency (TF-IDF)

= To normalize the TF considering the number of documents where a word appears

= TFIDF(t,d,D) = TF(t,d) X IDF(t,D) = TF(t,d) x log (I{deD-Ifeld}Ha)

|D|: total number of documents,

|[{d € D:t € d}|: number of documents where the t appears (Document Frequency, DF)

Rank Word TF
1 J\5nl 4
1 2 4
3 3
4 e 2
#1, 2E 2E Z=EFALD g 4 ThA| M 2
#2.FEANDE SEAHY L N e
#3. 7tA| 2 2 === 4 TF Rank
#4. 7tA\ 2 Ol & Hof At 2
Rank | Word | TF-IDF TF DF IDF
Text Data 1 Ef2f 0.60 2 2 0.30
(4 documents and 13 words) 1 JFA1E | 0.60 2 2 0.30
11 At 0.50 4 3 0.12
12 0.37 3 3 0.12
13 HkA 0.00 4 4 0.00
TF-IDF Rank
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Keyword Analysis IN

! Visualization: Word Cloud (Tag Cloud)

= The simplest and most common tool for text visualization

- To depict words arranged in space varied in size, color, and position based on word frequency, categorization, or significance

: wmdow ig _g !
. Screenshot false mobile e w;i,m §;
(4 natlve C id  first 8 5 current 8
reae Qs o e stis
C = - iy = e ° £
g i: “g‘ apls ’ g andro'd farge ?

1 S htn] e =2 = TOOI
= Servers - 0o —apl

Bl B st N S |
3 O bJ eC V) B aws powrtul
i@ - installed Is
single 52 5°0 Q = 2 2 goval =
g o ~5 8 — g = tree . o
s s 4 5T = .
framework §:0 O wingorted | 8 2 41 Size > Importance (e.g, TF; TF-1DF)
: JEuen <12 @ ey Color - Categorization
g 4 s Position = Significance

Word Cloud from the READMEs of the Top 2,000 GitHub Repositories

(Source: https://itnext.io/basics-of-text-analysis-visualization-1978de48af47)
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Semantic Network Analysis IN

I Definition

= Automatic exploration and visualization of semantic networks based on unstructured data
- Semantic network: A knowledge base that represents semantic relations between concepts in network

- Components: node (word, person, concept, or event), link or line (semantic relationships between nodes)

has
Vertebra Cat > Fur
has is a has
’ is an is a
Animal < Mammal<— Bear

Link
arc (or line) NOd\
is an
Whale
lives in Ain
Fish ——————= water

Example of a Semantic Network Graph

(Source: https://en.wikipedia.org/wiki/Semantic_network)
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Semantic Network Analysis IN

I Basic Concepts

= 1) Degree: the number of connections that a node has
- In-degree; is the measure of popularity / Out-degree; is the measure of influence

- Undirected Network / Directed Network / Bi-directed Network

= 2) Density: the number of connections a node has, divided by the total possible connections a node could have

Example 1. Directed Network

(E )

\ <Node B>

A/B|C|D|E Q Degree 3

Source | Target | Weight Al-l11110lo0 (Weighted) (6)

A B 1 5 In-degree 2
e B 3 B|{O|-1012]|0 I (Weighted)  (3+1=4)

A C 1 c/l0(3|-]01{0 , 9 (gx/tidi?rg()e (;)

eighte
g E ? D|O0jO0jOf=]1 G/ : Density 3/4=752/o
Network Data (List) E10J0J0]0]= - \ IESIONIEEIN (6/5=757%)
. Weight: line thickness or
Matrix

distance between nodes Q

Network Graph
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Semantic Network Analysis IN

I Basic Concepts

= 3) Centrality: an indicator that represents the extent to which an node interacts with other nodes in the network

- To identify most critical nodes in the network (e.g., critical keywords, influential person)

Type Definition The Examples of Application

Popularity or influence of a node

Degree Centrality The counts of how many connections a node has (e.g.. word, person) in the network

The extent to which a node lies on the shortest paths

Betweenness Centrality between other nodes

Central city or infrastructure in

The average length of the shortest path from a node urban network
to other nodes

Closeness Centrality

Eigenvector Centrality

Analysis of Influencer in social
network or influential Web Pages
(e.g., Google’s Page Rank)

The relative scores based on the centrality of other
nodes to which a node has connections

Katz Centrality

PageRank

(Source: https://digitaluncovered.com/use-social-network-analysis/)
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Semantic Network Analysis IN

I Basic Concepts

= 3) Centrality: an indicator that represents the extent to which an node interacts with other nodes in the network

- To identify most critical nodes in the network (e.g., critical keywords, influential person)

Example 2. Undirected Network <Degree Centrality>

A 2

B 3

C 2

A/ B|C|D|E D 1

Al-[1]0]|0]|1 E i
B|1|-1110/(1 <Closeness Centrality>
ClO[1T}|-]01]1 G Q A 4/(1+2+2+1)=0.67
B 4/1+1+2+1)=0.8
D O|O0O|O0]-11 C 4/2+1+2+1)=0.67
E|1]|1]1]1]- D 4/2+2+2+1)=0.57
X E 4/(1+1+1+1)=1

Matrix

Network Graph <Betweenness Centrality>

The shortest path between A 0

two nodes B 0.5(A-C)

S A-BIA-B], A-C/A-B-C or

A-E-C], A-DJA-E-D), A-E[A-E], C 0
B-C[B-C], B-D[B-E-D], B-F[B- D 0

£} C-DC-E-D] D-E[D-E] . 0.5(A-0)+1(A-D)+

(Source: https://bab2min.tistory.com/554) 1(B-D)+1(C-D)=3.5
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Semantic Network Analysis

I Application in Text Data: Word Network Analysis

= Basic Approach: Co-occurrence Analysis

- To identify relationships between keywords based on the co-occurrence of two words in the same document

- Undirected Network

Example 3. Word Network based on Co-occurrence Analysis

#11. MZ0/E 0 of

#12 Hzto) of
#13, Hzt If =
#14. A7 ES af =

27

Preprocessed Data
(4 documents and 5 words)

Word Word Co-occurrence
=03 &= 1
et or& 2
i) Hl Xt 1
AMHARES ot 1
=02 et 0
H X} =012 0
M=0|Z | AHMRES 0
I H R 1
et MERES 0
B [ AMRES 0

Co-occurrence Network (List)
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Topic Modeling

I Latent Dirichlet Allocation — Example

Topic-document Probability

Text Data
Doc #1  The dog sat on the table

Doc #2 The cat sat on the table
Doc #3 The table is black

LDA Modeling

Word-topic Probability

Topic #1 Topic #2 | Total Topic #1 Topic #2
Doc #1 0.80 0.20 1.00 the 0.05 0.04
Doc #2 0.75 0.25 1.00 dog 0.30 0.02
Doc #3 0.13 0.87 1.00 cat 0.25 0.01
sat 0.02 0.01
on 0.24 0.01
table 0.11 0.80
is 0.01 0.06
black 0.02 0.05
total 1.00 1.00
v
New Doc The black cat sat on the table
Nl The = 0.8 x 0.05 vs 0.2 x 0.04
Topic #1
CONSTRUCTION

NOVATION





