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Keyword Analysis

I Keyword Extraction

= To extract and visualize the most important words and expressions in a text

- Summarizing

(Source: https://www.newsis.com/view.html?ar_id=NISX20190918_0000772783#_enliple)
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Keyword Analysis

I Keyword Extraction

= To extract and visualize the most important words and expressions in a text

- Understanding and Comparing

OfH{O|'d £t SNS 7| E &4
> 529 4 ta”(%* , OFteh)of| [TH=
gt 7|9 = Bl

(Source: https://www.sktinsight.com/103390)
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Keyword Analysis

I Basic Process
= Data Collection
= Text Preprocessing
- To extract words or expressions
= Keyword Weighting

- To calculate the importance of words or expressions

- e.g., Term Frequency (TF), Term Frequency — Inverse Document Frequency (TF-IDF)

» Visualization

- To represent keywords considering the importance of each keyword

- e.g., Word Cloud, Word Network
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Keyword Analysis

I Keyword Weighting: Term Frequency (TF)

Basic frequency: most popular in keyword analysis

:TF(t,d) = f(t,d) = count(t) in d (t: term,d: document where the term t appears)

Boolean frequency

:TF(t,d) = 1if t occurs ind and 0 otherwise;

Logarithmically scaled frequency

LTF(t,d) = log(1 + f(t,d))

Augmented frequency, to prevent a bias towards longer documents

0.5%f(t,d)
max{f(w,d), wed}

:TF(t,d) = 0.5+
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Keyword Analysis IN

I Keyword Weighting: Term Frequency — Inverse Document Frequency (TF-IDF)

= To normalize the TF considering the number of documents where a word appears

= TFIDF(t,d,D) = TF(t,d) X IDF(t,D) = TF(t,d) X log (I{deD-Ifeld}Ha)

|D|: total number of documents,

|{d € D: t € d}|: number of documents where the t appears (Document Frequency, DF)

Rank Word TF
1 At 4
1 Ess 4
3 3
4 Efat 2
#1. YE 2 AT 2 4 7HAE 2
#2. @A SFEALESL Ny e
#3. 7tAE 2= =554 2 TF Rank
#4. 7tA| 2 Ol & &b At 2
Rank | Word | TF-IDF TF DF IDF
Text Data
1 El2t 0.60 2 2 0.30
(4 documents and 13 words) 1 JhAA | 0.60 5 5 0.30
11 Nl 0.50 4 3 0.12
12 0.37 3 3 0.12
13 ELp 0.00 4 4 0.00
TF-IDF Rank
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Keyword Analysis IN

I Visualization: Word Cloud (Tag Cloud)

= The simplest and most common tool for text visualization

- To depict words arranged in space varied in size, color, and position based on word frequency, categorization, or significance
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screenshot false ey Vg l;
g - UlJI\(‘f'I] o
T natlve Cld w first S current D

apls

F; rl'ﬁrﬂc _ ““'andrmd

apl
= u}f % Ob :;“)7 UJ £ aws pawarful
. e < 1w - |nstalled E3
aaer =0 O = [ab] loba g
5 o fé . J g j: tres nD-
g & = O g 7 -
ra K E 8 & S sipportoa | 2 % £ Size > /mporz‘an;e (gg., TF TF-IDF)
§ o X 48 TS = D e il g Color 2 Categorization
i [ - a8 R ong h ‘e
TR - Position = Significance

Word Cloud from the READMEs of the Top 2,000 GitHub Repositories

(Source: https://itnext.io/basics-of-text-analysis-visualization-1978de48af47)
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Semantic Network Analysis IN

I Definition

= Automatic exploration and visualization of semantic networks based on unstructured data
- Semantic network: A knowledge base that represents semantic relations between concepts in network

- Components: node (word, person, concept, or event), link or line (semantic relationships between nodes)

has
Vertebra Cat > Fur
has is a has
: is an is a
Animal < Mammal< Bear

Link N

arc (or line) Node S

is an

Whale

; lives in Ain
Fish _— Water

Example of a Semantic Network Graph

(Source: https://en.wikipedia.org/wiki/Semantic_network)
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Semantic Network Analysis IN

I Basic Concepts

= 1) Degree: the number of connections that a node has
- In-degree; is the measure of popularity / Out-degree; is the measure of influence

- Undirected Network / Directed Network / Bi-directed Network

= 2) Density: the number of connections a node has, divided by the total possible connections a node could have

Example 1. Directed Network

LEJ

\ <Node B>
A/B| C|/D|E Q Degree 3
Source | Target | Weight Al-l11110lo0 (Weighted) (6)
A B 1 5 In-degree 2
C B 3 B(O|-]0|2|0 (Weighted) (3+1=4)
A C 1 cC/ 0|3|-]1]0]60 3/'9 Out—digrge ;
(Weighted) )
B D 2
D E 1 D|O0JOJO=]1 G : Density 3/4=75%
. : E|0|0[O0[O]- \ (Weighted) ~ (6/8=75%)
Network Data (List) . Weight: line thickness or
Matrix distance between nodes Q

Network Graph
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Semantic Network Analysis IN

I Basic Concepts

= 3) Centrality: an indicator that represents the extent to which an node interacts with other nodes in the network

- To identify most critical nodes in the network (e.g., critical keywords, influential person)

Type Definition The Examples of Application

Popularity or influence of a node

Degree Centrality The counts of how many connections a node has (e.g.. word, person) in the network

The extent to which a node lies on the shortest paths

Betweenness Centrality between other nodes

Central city or infrastructure in

The average length of the shortest path from a node urban network
to other nodes

Closeness Centrality

Eigenvector Centrality

Analysis of Influencer in social
network or influential Web Pages
(e.g., Google's Page Rank)

The relative scores based on the centrality of other
nodes to which a node has connections

Katz Centrality

PageRank

(Source: https://digitaluncovered.com/use-social-network-analysis/)
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Semantic Network Analysis IN

I Basic Concepts

= 3) Centrality: an indicator that represents the extent to which an node interacts with other nodes in the network

- To identify most critical nodes in the network (e.g., critical keywords, influential person)

Example 2. Undirected Network <Degree Centrality>
A 2
B 3
C 2
A|B|C|D|E D 1
Al - 0|01 E 4
Bl1!l-111011 G 0 <Closeness Centrality>
C|O0O|1]|-1]101]1 A 4/(1+2+2+1)=0.67
B 4/(1+1+2+1)=0.8
D(O0O|O0]|O = 1 C 4/2+1+2+1)=0.67
E|l 111111 - D 4/2+2+2+1)=0.57
Matri E 4/(1+1+1+1)=1
atrix
Network Graph <Betweenness Centrality>
The shortest path between A 0
two nodes B 0.5(A-C)
- A-B[A-B], A-CIA-B-C or -
A-E-Cj, A-DJA-E-D], A-E[A-E], C 0
B-C/B-C], B-D[B-E-D], B-E[B- D 0
E], C-D[C-E-D], D-E[D-£] 0.5(A-C)+1(A-D)+
(Source: https://bab2min.tistory.com/554) E 1(B-D)+1(C-D)=3.5
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Semantic Network Analysis

I Application in Text Data: Word Network Analysis

= Basic Approach: Co-occurrence Analysis

Example 3. Word Network based on Co-occurrence Analysis

- Undirected Network

- To identify relationships between keywords based on the co-occurrence of two words in the same document

Word Word Co-occurrence
M=0l= I} 1
ezt It 2
L}z SH
#11. AlZE0/L0) mfa ctZt 2l X} 1
#12. LpZbO) mpas MNURES I 1
#13. Ht If = B Y Af A=0|Z iy 0
#14. A7 ES If £ S X} NEE 0
""" MH0Z2 |AMRES 0
Preprocessed Data o HSi X} 1
(4 documents and 5 words) L7t NESEsY=C 0
HAX [AMRES 0
Co-occurrence Network (List)
l N CONSTRUCTION
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Semantic Network Analysis IN

I Application in Text Data: Word Network Analysis

= Basic Approach: Co-occurrence Analysis
- To identify relationships between keywords based on the co-occurrence of two words in the same document

- Undirected Network

Example 3. Word Network based on Co-occurrence Analysis

(Co-occurrence = Weitght)

H=0l3| @& gl BYX (AMHURES
NEES - 1 0 0 0 U=0lE
1
I 1 - 2 1 1 )
) 0 2 - 1 0
HAAX} 0 1 1 - 0
MU/ ES 0 1 0 0 - Degree
K Centrality
Co-occurrence Matrix (Weighted)

Word Network Graph
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Semantic Network Analysis IN

74k0] AL H weight7h AL}

(B2 ®7IE2E AYSIH 7t5)

Centrality?t 3 Nodel| 37|7} AL}

I Application in Text Data: Word Network Analysis
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Topic Modeling IN

I Definition H StLt7t XM St

= One of text mining techniques that is to arrange

a large volume of documents based on their topics

= To generate a representation for documents
in the topic space by providing topics presented

in each document

Topic 12

Topic 11

v
Topic 11

(Source: https://towardsdatascience.com/visualizing-topic-models-with-scatterpies-and-t-sne-f21f228f7b02)
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Topic Modeling

€2 HoZt o2 EM0 S

I Basic Concept

ae 4 UX|P 1240| O ETES (fESHEX S HEMOE A

= Assign the most probable topic for each document based on which topic the words came from

- Topic: a probability distribution of words

- Document: a mixture of topics

AN

Document #1

Document #1

N

money

money bank loan bank money ...

Y

Moneyy,, bankp, loan;;; bank;;; money, ...

—> Topic #1

money

bank
bank

N~

loan

Document #2

Document #2

Topic #1

AN

Y

money bank bank river loan bank ...

money;, bank; bank,, river;,, loany; bankp; ...

—> Topic #1

N

bank river

river stream Document #3

Document #3

bank

river bank stream bank river river ...

Y

river, bankg,, streamy,, bankg,; river, riverp ...

—> Topic #2

Topic #2
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Topic Modeling IN

I Latent Dirichlet Allocation

= A probabilistic model for document generation, which is most commonly used for topic modeling

= Modeling the process of how each document was generated = Recognizing the latent topic structures

C 0), X 0,

words x docs words x topics topics x docs

Document (d)

Word
............................................. >
(@ 7_!- |:I_|-o.||:E|:| Er—"l E’é"%") [enmnmnnnnns
Word Distribution = '
per ToPic VotingS &3l =2l EXS O=ola 012 Topic Distribution
(@ # =50l= 0 @9 EY 2mo} B30 @2 YH|0|E
Choj7t S8E == ALh per Document
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Topic Modeling

I Latent Dirichlet Allocation — Example

Topic-document Probability

Text Data
Doc #1 The dog sat on the table

Doc #2 The cat sat on the table
Doc #3 The table is black

LDA Modeling

Word-topic Probability

Topic #1 | Topic #2 | Total Topic #1 Topic #2
Doc #1 0.80 0.20 1.00 the 0.05 0.04
Doc #2 0.75 0.25 1.00 dog 0.30 0.02
Doc #3 0.13 0.87 1.00 cat 0.25 0.01
sat 0.02 0.01
on 0.24 0.01
table 0.11 0.80
is 0.01 0.06
black 0.02 0.05
total 1.00 1.00
v
New Doc The black cat sat on the table
~ The = 0.8 x 0.05 vs 0.2 x 0.04
Topic #1
CONSTRUCTION

NOVATION
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Topic Modeling
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I Application: Construction Complaints Analysis
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Selected Topic: ‘ 0 H Previous Topic H Next Topic H Clear Topic ‘ Slide to adjust relevance metric:@ 553
=t 0!0 0“2 OLt 0‘.6 0‘.8 1!0
Intertopic Distance Map (via multidimensional scaling) Top-30 Most Relevant Terms for Topic 2 (31% of tokens)
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Overall term frequency
2% - Estimated term frequency within the selected topic
5% 1. saliency(term w) = frequency(w) * [sum_t p(t | w) * log(p(t | w)/p(t))] for topics t; see Chuang et. al (2012)
2. relevance(term w | topic t) = A * p(w | t) + (1 - A) * p(w | t)/p(w); see Sievert & Shirley (2014)
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