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Data Mining with WEKA
(Data Preprocessing)

WEKA: the software
n WEKA: Data Mining Software in Java
n The Explorer

– Data Preprocessing
– Classification and Regression
– Clustering
– Association Rules
– Attribute Selection
– Data Visualization

n The Experimenter
n The Knowledge Flow GUI
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WEKA: the software (2)

§ Machine learning/data mining software written in 
Java (distributed under the GNU Public License)

§ Used for research, education, and applications
§ Complements “Data Mining” by Witten & Frank
§ Main features:

– Comprehensive set of data pre-processing tools, 
learning algorithms and evaluation methods

– Graphical user interfaces (incl. data visualization)
– Environment for comparing learning algorithms

@relation heart-disease-simplified

@attribute age numeric
@attribute sex { female, male}
@attribute chest_pain_type { typ_angina, asympt, non_anginal, atyp_angina}
@attribute cholesterol numeric
@attribute exercise_induced_angina { no, yes}
@attribute class { present, not_present}

@data
63,male,typ_angina,233,no,not_present
67,male,asympt,286,yes,present
67,male,asympt,229,yes,present
38,female,non_anginal,?,no,not_present
...

WEKA only deals with “flat” files
Flat file: plain text format

(Attribute-Relation File Format)
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@relation heart-disease-simplified

@attribute age numeric
@attribute sex { female, male}
@attribute chest_pain_type { typ_angina, asympt, non_anginal, atyp_angina}
@attribute cholesterol numeric
@attribute exercise_induced_angina { no, yes}
@attribute class { present, not_present}

@data
63,male,typ_angina,233,no,not_present
67,male,asympt,286,yes,present
67,male,asympt,229,yes,present
38,female,non_anginal,?,no,not_present
...

WEKA only deals with “flat” files

Workbench: working in two or more interfaces (ex. Explorer + 
Experimenter)
CLI: Command Line Interface
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Explorer: pre-processing the data

§ Data can be imported from a file in various 
formats: ARFF, CSV, C4.5, binary

§ Data can also be read from a URL or from an SQL 
database (using JDBC)

§ Pre-processing tools in WEKA are called “filters”
§ WEKA contains filters for:

– Discretization, normalization, resampling, attribute 
selection, transforming and combining attributes, …
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acc: accelerometer(중력가속도를기준으로얼마만큼힘을받고있는지측정, 직선운동을하는물체를잘측정)
gyr: gyroscope(1초에몇번 움직이는가, 물체의회전속도인각속도를측정하여모든방향의각도변화를측정)

두개를합쳐야물체의정확한운동을파악할수있음

acc: accelerometer
x – roll, y – pitch, z – yaw
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left-click
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left-click
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Now, only attribute #3 is discretized
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scale: 범위
translation: 시작점
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Then, you can save the file as a CSV format.

Data Mining with WEKA
(Classification – Deep Neural Networks)
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WEKA Explorer: building “classifiers”

§ Classifiers in WEKA are models for classifying 
nominal or numeric data

§ Implemented learning schemes include:
– Decision trees, naïve Bayes, instance-based classifiers, 

support vector machines, multi-layer neural networks, 
logistic regression, Bayes’ nets, …

§ “Meta”-classifiers include:
– Bagging, boosting, stacking, error-correcting output 

codes, locally weighted learning, … 
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left-click

Learning rate: weight를얼마씩증감시킬것인가

Momentum: learning rate가방향을꾸준히변화하도록
가해지는관성
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F-Measure(F1 Score):
Precision과 Recall의조화평균



34



35



36



37

It seems that gry_y has a significant contribution 
to the classification performance

à Let’s check it quantitatively
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Previous model: 70%
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Previous models: 66.25%, 70%
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Data Mining with WEKA
(Classification – k-NN & Naïve Bayes;

Comparing Classifiers)
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Same as DNN
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DNN: 70%
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DNN: 70%
k-NN: 61.25%
à Deep learning is not always best
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previous results 
are stored

Data Mining with WEKA
(Classification – Decision Tree)
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Right-click
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Data Mining with WEKA
(Experimenter)
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v: statistically better than baseline scheme
*: statistically worse than baseline scheme


