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⌅⌅ Theorem 6.10: V is an inner product space; dim(V ) < 1;

� = {v1, · · · , vn} is an orthonormal basis for V ;T is a linear
operator on V . Then [T ⇤]� = [T ]⇤�.

⌅⌅ Corollary 6.10: A is an n⇥ n matrix. Then LA⇤ = (LA)
⇤.

⌅⌅ Theorem 6.11 and Corollary 6.11: V is an inner product space; T
and U are linear operators on V ; A and B are n⇥ n matrices; c is
a scalar. Then the following hold.

(a) (T + U)⇤ = T ⇤ + U ⇤ (A + B)⇤ = A⇤ + B⇤

(b) (cT )⇤ = cT ⇤ (cA)⇤ = cA⇤

(c) (TU)⇤ = U ⇤T ⇤ (AB)⇤ = B⇤A⇤

(d) (T ⇤)⇤ = T (A⇤)⇤ = A
(e) I⇤ = I I⇤n = In

A = 1Hp , Aif세라) ,Ni >
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⌅⌅ least square approximation:

measurements: (t1, y1), (t2, y2), · · · , (tm, ym)

approximation: Find a and b such that y = at + b, or
find a, b and c such that y = at2 + bt + c.

) minimize E = ky � Axk2, where y = (y1, · · · , ym)t, and

A =

0

@
t1 1
... ...
tm 1

1

A , x =

✓
a
b

◆
, or A =

0

@
t21 t1 1
... ... ...
t2m tm 1

1

A , x =

0

@
a
b
c

1

A

e.

"

쐾
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⌅⌅ orthogonality principle:

The minimizing x0 satisfies
8x, hAx, y � Ax0i = 0
W = R(LA)

= {Ax : x 2 Fn}
= {

P
aixi : x 2 Fn},

ai are the column vectors of A.
So W is the column space of A.
The principle is quite general.

⌅⌅ Theorem 6.12: A 2 Mm⇥n(F ); y 2 Fm. Then 9x0 2 Fn such that

1. A⇤Ax0 = A⇤y. (hAx, yim = hx,A⇤yin.)
2. 8x 2 Fn, kAx0 � yk  kAx, yk
3. rank(A) = n ) x0 = (A⇤A)�1A⇤y. (rank(A⇤A) = rank(A))

⌅⌅ [End of Review]

ERM
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⌅⌅ minimal solution of Ax = b :

solution with the smallest norm

⌅⌅ least energy, least power, etc.

⌅⌅ Theorem 6.13: A 2 Mm⇥n(F ); b 2 Fm; and s is a minimal solu-
tion of Ax = b.

Then

⌅⌅ s 2 R(LA⇤).

⌅⌅ s is the only solution in R(LA⇤).

That is, AA⇤u = b ) s = A⇤u.

⌅⌅ s is unique.
proof: Let W = R(LA⇤).

v 2 N(LA) , Av = 0 , 8u 2 Fm, hu,Avi = hA⇤u, vi = 0

pMan ,
M 스 7 (Full rdnK가 아닐때)

부정 ( 쌓은 Solution 중
최소 Stein )
"dityt_odJ_m.in
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刪璡.ie鼠毛
.tn/Nu HitH0

MM에게 Emxm ⇒ 부정 ( rd nKAH ) 에 <
n )

(Solution Space
Ut not Unique

芯巫, NA)



Page 5
This shows that N(LA) = W?.
(In general, N(T ) = R(T ⇤)? and N(T ⇤) = R(T )? are true.)
For any solution x of Ax = b, we have x = s + y, such that
s 2 W is unique and closest to x, and
y 2 W? is unique and closest to x. [Thm 6.6]
This y is a homogeneous solution: Ay = 0.
) As = As + 0 = As + Ay = A(s + y) = Ax = b

) s is a solution in W.

ksk2  ksk2 + kyk2 = ks + yk2 = kxk2 [Pythagorean thm]
) s is a minimal solution in W.

Since x is an arbitrary solution, if it is minimal, then
kxk2 = ksk2 + kyk2 = ksk2.
) y = 0 ) x = s 2 W

St9

c : <s.gg
= o)

<sin isty > = <s ,s> +
<y , y >

minimal Sol ⇒ 가
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So a minimal solution must be in W. : “1”
“uniqueness within W ”: Assume s0 2 W and As0 = b

) A(s� s0) = As� As0 = b� b = 0
) s� s0 2 N(LA) = W?

) s = s0[s� s0 2 W \W? = {0}] : “2”
“3” follows from “1” and “2”.

⌅⌅ So all the solutions to Ax = b are of the form x = s + y,
where s is the unique minimal solution and y varies in W?.

⌅⌅ Compare this argument with Theorem 3.9: K = {s}+KH.

⌅⌅ example:

x1 + 2x2 + x3 = 4
x1 � x2 + 2x3 = �11
x1 + 5x2 = 19

, A =

0

@
1 2 1
1 �1 2
1 5 0

1

A , b =

0

@
4

�11
19

1

A

彈剪鼇...
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@
1 2 1 4
1 �1 2 �11
1 5 0 19

1

A 3,3!

0

@
1 2 1 4
0 �3 1 �15
0 3 �1 15

1

A 2,3,3!

0

@
1 0 5

3 �6
0 1 �1

3 5
0 0 0 0

1

A

) There are multiple solutions, eg, x = (�6, 5, 0)t or (�11, 6, 3)t.

AA⇤ =

0

@
1 2 1
1 �1 2
1 5 0

1

A

0

@
1 1 1
2 �1 5
1 2 0

1

A =

0

@
6 1 11
1 6 �4
11 �4 26

1

A

We solve AA⇤u = b.0

@
6 1 11 4
1 6 �4 �11
11 �4 26 19

1

A 1,3,3!

0

@
1 6 �4 �11
0 �35 35 70
0 �70 70 140

1

A 2,3,3!

0

@
1 0 2 1
0 1 �1 �2
0 0 0 0

1

A

) u = (1,�2, 0)t, u0 = (�1,�1, 1), two of many solutions
A⇤u = A⇤u0 = (�1, 4,�3)t is the minimal solution.
Note that kA⇤uk  kxk and also for any other solution x.

又妬-67€
=5
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Normal and self-adjoint operator

⌅⌅ We now investigate diagonalizability of a linear operator on an
inner product space.

⌅⌅ Lemma 6.16 V is an inner product space; dim(V ) < 1;T : V !
V is a linear operator. Then
T has an eigenvector ) T ⇤ has an eigenvector.

proof: Assume T has an eigenvector, � is an orthonormal basis
for V , and A = [T ]�
) 9�such that det(A� �I) = 0
) det(A� �I)⇤ = det (A⇤ � (�)I) = 0
) A⇤ has an eigenvector with the corresponding eigenvalue �.
) T ⇤ has an eigenvector with the corresponding eigenvalue �.
[A⇤ = [T ⇤]�]

楸一
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⌅⌅ Theorem 6.14 (Schur): din(V ) < 1;T : V ! V is a linear opera-

tor; and fT (t) splits. Then 9 an orthonormal basis � such that [T ]�
is upper triangular.

proof : induction in n = dim(V )

(i) If dim(V ) = 1, all 1⇥ 1 matrices are triangular.

(ii) Assume that it holds for dim(V ) = n� 1.

(iii) Let dim(V ) = n, and assume fT (t) splits.

) T has an eigenvalue and an eigenvector.
) T ⇤ has a normalized eigenvector z. [Lemma 6.14]

hse.li) 로 인수보해 가능
.
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Let T ⇤(z) = �z and W = span({z}).

Now show that W? is T -invariant.

⌅ Let y 2 W?

) hT (y), zi = hy, T ⇤(z)i = hy,�zi = (�)hy, zi = 0
) T (y) 2 W?

) W? is T -invariant.
) fT

W?(t) divides fT (t). [Thm 5.21]
) fT

W? splits. [fT (t) splits]

) 9� = {v1, · · · , vn�1} 2 W?, orthonormal, such that [T ]� = is
(n� 1)⇥ (n� 1) upper triangular. [(ii)]

) � = � [ {z} is an orthonormal basis for V .

1차원공간

7-1차원공간

-

Unit & O와 02thogonal
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) [T ]� = ([T (v1)]beta, · · · , [T (vn�1]�, [T (z)]�)

=


[TW?]� [T (z)]�

O #

�
is n⇥ n upper triangular.

⌅ Schur’s theorem does not say that [T ]� is invertible.

⌅ Neither does it say that [T ]� is diagonalizable.

⌅ � in the theorem is not unique; nor [T ]�.

⌅ T is diagonalizable Rightarrow[T ]� is diagonal for some �.
If in addition � is orthonormal,

) [T ⇤]� = [T ]⇤� is diagonal.

) [TT ⇤]� = [T ]�[T ]
⇤
� = [T ]⇤�[T ]� = [T ⇤T ]� [diagonal]

B•

⇒
I 욞 be 0
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) TT ⇤ = T ⇤T [rep is unique]

Does this commutativity imply diagonalizability?

⌅ normal operator T on an inner product space: TT ⇤ = T ⇤T

⌅ normal matrix A : AA⇤ = A⇤A

⌅ T (A) is normal , [T ]� is normal.

⌅ If � is orthonormal, T is normal , [T ]� is normal.

⌅ example: A =


1 i
1 2 + i

�
) A⇤


1 1
�i 2� i

�

) AA⇤ = A⇤A =


2 2 + 2i

2� 2i 6

�

T.io/iagonalizab1eI
.

극

#en

=
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⌅ example: T : R2 ! R2 is rotation by ✓; � is the standard basis.

) [T ]� =


cos✓ �sin✓
sin✓ cos✓

�

) [T ⇤]�[T ]
⇤
� =


cos✓ sin✓
�sin✓ cos✓

�

) [T ]�[T ]
⇤
� = [T ]⇤�[T ]� = I

) TT ⇤ = T ⇤T = I : orthogonal operator [to be defined]

But since F = R, no eigenvector, not diagonalizable.

t.

( Normal operator)

T.in ormdtd.agonahz.de
아닐수 있을
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⌅⌅ Theorem 6.15 : V is an inner product space; T : V ! V is normal.

Then

1. 8x 2 V, ||T (x)|| = ||T ⇤(x)||.

2. 8c 2 F, T � cI is normal.

3. T (x) = �x , T ⇤(x) = �x
That is, T and T ⇤

have the same eigenvector x with the respective

eigenvalues � and �.

4. T (x1) = �1x1;T (x2) = �2x2;�1 6= �2 ) hx1, x2i = 0.

proof:

”1”: ||T (x)||2 = hT (x), T (x)i = hT ⇤T (x), xi = hTT ⇤(x), xi
= hT ⇤(x), T ⇤(x)i = ||T ⇤(x)||2
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”2” : (T � cI)(T � cI)⇤ = (T � cI)(T ⇤ � cI)
= TT ⇤ � cT � cT ⇤ + |c|2I
(T � cI)⇤(T � cI) = (T ⇤ � cI)(T � cI)
= T ⇤T � cT ⇤ � cT + |c|2I

”3” : T (x) = �x
, 0 = ||(T � �I)(x)||
= ||T � �I)⇤(x)|| [1,2]

= ||(T ⇤ � �I)(x)||
= ||T ⇤(x)� �x||
, ||T ⇤(x) = �x||

”4”: �1hx1, x2i = hT (x1), x2i = hx1, T ⇤(x2)i
= hx1,�2x2i = �2hx1, x2i [3]

soso.gtceeec.ae
⇒ Li ,x. > = o
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⌅⌅ Theorem 6.16 : V is an inner product space over the ”complex”

field; dim(V ) < 1;T : V ! V is linear. Then T is normal if

and only if there exists an orthonormal basis for V consisting of

eigenvectors of T .

proof: ”Only if”: Assume T is normal.

fT (t) splits. [All polynomials split over the complex field.]

) 9 orthonormal � = {v1, · · · , vn} such that

A = [T ]� is upper triangular. [Schur’s Thm]

Show v1, · · · , vn are eigenvectors by induction in i = 1, · · · , n.

(i) 1st column of A : [T (v1)]� = (A11, 0, · · · , 0)t [upper �]
) T (v1) = A11v1
) v1 is an eigenvector of T .

⇒A= pisdiago.de 伐二STWD.is >

뺻
-

道一一
J

- 厠凸
rotation
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(ii) Assume v1, · · · , vk�1 are eigenvectors of T .

(iii) T (vk) = A1kv1 + · · · + Akkvk [upper triangular]

For j = 1, · · · , k � 1,

Ajk = hT (Vk), vji = hvk,�jvji [T is normal; (ii); Thm 6.15]

= �jhvk, vji = 0 [orthonormal basis]

) (vk) = Akkvk
) vk is an eigenvector.

”if”: Assume that � is an orthonormal basis of eigenvectors.

) [T ⇤]� = [T ]⇤� is diagonal.

[TT ⇤]� = [T ]�[T ]
⇤
� = [T ]⇤�[T ]� = [T ⇤T ]� [diagonal]

) TT ⇤ = T ⇤T . [rep is unique]

⌅ For the real field, normality is not enough for diagonalizability.

邈幽r
T t


